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ABSTRACT

The Operations Mission Planner (OMP) Final Report documents the findings of the OMP

research task, which investigated the applicability of Artificial Intelligence (AI) technology in

support of automated scheduling. This report summarizes the goals of the effort and highlights

the technical accomplishments. The OMP task succeeded in identifying how AI technology

could be applied and demonstrated an AI-based automated scheduling approach through the

OMP prototypes.





EXECUTIVE SUMMARY

The Operations Mission Planner (OMP) task was a research effort to determine if and

how Artificial Intelligence (AI) technology could be used to support automated mission

scheduling. The domain was a resource-allocation problem that was highly oversubscribed,

which required real-time reaction to new tasking and changes in the operational environment,

and the solution of which required minimal perturbation of the existing schedule as a result of

those reactions. The goal for the automated scheduler was to minimize the number of tasks no____!t

accomplished by the schedule.

The question asked by the OMP task sponsor was if and how AI technology could be

used to support automated scheduling within the constraints imposed by the problem domain.

There are two components to this question: those of general interest in automated scheduling and

those that are domain specific. To fully answer the sponsor's question, the OMP research had to

identify the problem areas and then employ the OMP system to resolve them. The results

indicate that AI technology can be effectively applied to address the automated scheduling

problem, but only with the introduction of new techniques and methodologies.

The approach to automated scheduling developed on OMP is based on the process used

by expert human schedulers and employs several new AI-based scheduling techniques. The

major innovation is the incorporation of true multipass scheduling or iterative refinement,

whereby the automated scheduler builds and refines a schedule over a series of passes, learning

from each pass and modifying its approach as it learns more about the schedule being developed.

In this state-of-the-art approach, the OMP system allows the schedule to contain conflicts and to

modify its scheduling actions based on the identification and classification of these conflicts.

The use of iterative refinement, in turn, has necessitated the development of new types of domain

representation, control mechanisms, and chronology development.

The OMP approach was validated by the development of two distinct prototypes, OMP I
and OMP II. Developed during the first year of the project, OMP I provided a means of

evaluating the iterative refinement approach. OMP II, a unique implementation, added the

control mechanisms necessary to interleave the phases of the iterative refinement approach and

demonstrated the various supporting AI technologies. The OMP II prototype was demonstrated

using a scenario scaled to closely approximate the demands of an operational environment. The

demonstration showed that OMP II could produce a valid schedule in real time (minutes) and

could adjust the schedule when new tasks were added, when old tasks were changed, or when

changes, also in real-time (seconds), occurred in the available resources.

The adoption of the OMP system has prompted new questions and added problems that

should be addressed through ongoing, longer term scheduling research efforts. However, even

without addressing those problems, the OMP system can be used to support operational domains.

The research successfully demonstrated the applicability of state-of-the-art AI technology and

indicated future research needed to further advance the concepts presented.
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1.0 INTRODUCTION

The Operations Mission Planner (OMP) task is a research effort to explore the potential

application of Artificial Intelligence (AI) technology to automated planning and scheduling. The

OMP task terminated in September, 1989, at the convenience of the sponsor.

This report covers the progress made on the OMP task throughout its two-year effort and

contains an overview of the task and its objectives, an account of the progress made toward those

objectives, and a summary of the technical accomplishments. The report provides a summary of

the year-one goals and accomplishments but concentrates primarily on year two. The primary

purpose of this report is to describe the technical accomplishments of the OMP task with respect

to the sponsor's goals and highlight the capabilities of the OMP II prototype automated

scheduling system. The main section summarizes the technical issues; additional details on the

AI technologies used in the OMP approach are presented in the appendixes.

The OMP research demonstrated the significant potential for the application of AI

technology in automated scheduling. The innovative approach, Iterative Refinement, based on

the techniques used by expert human schedulers, was combined with advanced concepts from

automated scheduling research in the manufacturing job shop domain [see Appendix I]. The

resulting OMP prototype provided a significantly different approach to automated scheduling,

one which has demonstrated the potential to meet the needs of the OMP sponsors for

nonnervous, real-time schedule generation and event handling. The incorporation of knowledge

into the search process allows the scheduler to reduce the search space and thereby increase the

efficiency of the scheduling process. In addition, the advanced domain-representation techniques

employed in OMP hold significant promise for representing real-world domains.

2.0 PROBLEM DESCRIPTION

The question asked by the OMP task sponsor was if and how Artificial Intelligence

Technology could be used to support automated scheduling within the constraints imposed by the

sponsor's problem domain. There are two components to this question: those of general interest

in automated scheduling and those that are domain specific. To fully answer the sponsor's
question, pertinent issues in each area had to be identified and resolved. The OMP research has

identified the problem areas, the OMP system was designed to mitigate them, and the results

demonstrate that AI technology can effectively be applied to address the automated scheduling

problem, but only with the introduction of new techniques and methodologies.

2.1 General Problem

The objective for automated scheduling is to develop and maintain schedules within

which a set of tasks can be accomplished while satisfying a set of temporal and resource

constraints. Unfortunately, given the complexity of real-world domains, existing automated

planning and scheduling systems are unable to satisfy these requirements.

Early research into automated planning systems evolved from general-purpose problem-

solving techniques. These techniques depend largely on search mechanisms that explore vast

solution spaces. Since the scheduling search problem is inherently intractable, the computation

times are long, with no guarantee of finding an acceptable, much less an optimal, solution.



Additionalproblemsincludetheinability to representcomplexdomains,the inability to reactto
changesin theplanningenvironment,theinability to produceschedulesfor largenumbersof
tasks,andtheinability to produceefficientI schedules in oversubscribed domains.

Advanced research into the use of artificial intelligence in the planning/scheduling

process is aimed at reducing search times while creating more efficient schedules. This research

has centered on the use of heuristics to analyze the problems in a developing schedule and the

efforts necessary to resolve them (i.e., to guide the search process). Additional information about

classical and advanced planning research is available in [1].

OMP research analyzes the difficulties associated with automated planning and

scheduling. The basic premise of this research is that both general-purpose and domain-specific

knowledge can effectively be used to contain a search and increase the effectiveness of the

scheduling process.

2.2 Problem Domain

The problem domain for the OMP research task was the Foreign Broadcast Information

Service (FBIS). FBIS is responsible for monitoring and collecting foreign broadcasts throughout

the world and returning intelligence information. The FBIS scheduling problem devolves into

one of allocating a finite set of resources to collect the maximum amount of information.

Because there is an order of magnitude more information requested than FBIS could possibly

support, the problem domain is highly oversubscribed. The collection process is influenced by

the enforcement of a strict priority system and the requirement to support real-time events

affecting the schedule during execution.

The functional requirements for an automated scheduling system for the FBIS domain are

tO

(1)
(2)
(3)
(4)
(5)

Minimize lost collection.

Minimize perturbation of collection.
Perform continuous forward evaluation.

Plan with knowledge from previous decisions.

React quickly.

For a complete description of the FBIS scenario, refer to Appendix B.

3.0 OVERVIEW OF ACCOMPLISHMENTS

The OMP task demonstrated the significant potential for the application of AI technology

to automated planning and scheduling. The OMP prototype featured many special capabilities

that were enabled by the use of AI. The major innovation was the incorporation of the iterative

refinement scheduling concept.

1 In an oversubscribed domain, it is impossible to accomplish all tasks. Therefore, the efficiency of the schedule is

relative; it is judged by how many tasks the schedule can accomplish.



The other major technical accomplishments of the OMP task were strongly influenced by
the iterative refinement concept. Assessment heuristics determine the state of the schedule.

Executive control mechanisms make use of these assessments to identify the appropriate

strategies to employ during a given phase and to determine when to change phases. The control

strategies identify which problems to resolve and set the context to determine what low-level

scheduling actions to perform. The results of these scheduling actions then feed into a

chronology system that provides the information necessary for the assessment heuristics to

perform their functions. A detailed domain representation supports the variety of tactics

necessary to perform advanced scheduling. The entire process depends on a Knowledge-

Intensive Search to avoid intractability problems. Advanced user-interface techniques allow

visibility into the system and enable the creation of additional heuristics, strategies, and tactics.

The accomplishments of OMP in each of these areas are presented in the following
sections.

3.1 Iterative Refinement

Iterative refinement is the cornerstone of the OMP approach. Based on the techniques

used by the expert human schedulers in the interplanetary exploration domain [see Appendix G],

OMP makes a series of passes over the schedule. This technique deviates substantially from the

classical approach to automated planning typified by research systems such as FORBIN [2],

Deviser [3], NONLIN [4], and ISIS [5]. These classical schedulers function by incrementally

building a schedule; new tasks can be added to the schedule if they do not result in any conflicts.

Therefore, when a conflict caused by a previous scheduling action is discovered after several

additional scheduling actions, the scheduler undoes the schedule up to that point (backtracks) and

discards any of the newer scheduling actions. This philosophy rapidly degenerates into a depth-

first search through a vast solution space, an inherently intractable problem. Illegal schedules

(those containing conflicts) were never allowed.

OMP uses a multiphase approach that enables a schedule to be developed and modified

(improved) through a series of passes over the schedule. With the additional flexibility provided

by interleaving these planning phases, the scheduler can choose to focus globally across the
entire schedule or locally on a given area of the schedule, at its discretion.

The key innovations enabled by the iterative refinement approach are:

(1) Representing illegal schedules.

(2) Refining the schedule and resolving conflicts by modifying an existing schedule,

not by building a new schedule from scratch.

(3) Using information about the state of the schedule from prior passes to guide the

scheduling actions in subsequent passes.

(4) Using different strategies during different passes.

(5) Eliminating backtracking. If a poor decision is made, it can be unmade through the

application of an appropriate action. The valid parts of the schedule developed after

the mistake are not affected, although they may be causally related.



(6) Reducingreplanningto selectingtheappropriateschedulingphaseandreinitiating
planningwith theadditionaltasksorresourcechanges.

TheOMPapproachfollows thephilosophyof first schedulingto identify theproblems
andthenrefining theschedule.In a significantdeparture',from classicalplanners,OMPallows
illegal schedulesto developandconflicts to existwithin thescheduleduringits evolution. By
first buildingscheduleswhich helpto identify theareasof highresourcecontentionandtask
interaction,referredto asbottlenecks, OMP is able to focus its scheduling efforts. This parallels

the expert human approach. Human schedulers first assign the tasks to the timelines, data

structures representing resource usage and task assignments over time (Figure 1), to identify the

potential problem areas. Once they have identified these areas, they begin focusing their efforts

there, jumping back and forth from one area to another to narrow down the problems. A

conflict-free schedule is produced only as a final output.

A major benefit of the iterative refinement approach is the simplification of the

replanning problem. Any changes in tasking or environment can be dealt with by the event-

handling phase, which assesses the potential impact of the changes on the schedule and

reinitiates planning in one of the previous phases. All the', knowledge about the schedule up to

that point is retained, and areas not directly affected by the changes are modified only if

absolutely necessary. This capability supports nonnervous rescheduling, an important

requirement when a schedule is not just an end product, but one which also serves as an input to

other processes.
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3.2 Assessment Heuristics

OMP uses information on the types of scheduling actions performed and the results of

these actions to assess the state of the schedule. The assessment heuristics identify and classify

the bottlenecks of the schedule. Control mechanisms then use these assessments to change to a

new scheduling phase or modify the strategies and tactics used during the current phase. The

assessment and classification heuristics that OMP has implemented are for bottleneck

identification. As discussed in OPT [6] and OPIS [7], bottlenecks represent the most difficult

areas of the schedule to complete. By identifying these bottlenecks and taking appropriate

measures to resolve problems in them, OMP significantly narrows its search space and reduces

the overall effort required to produce a schedule.

3.3 Multilevel Control

OMP has a wide range of flexibility because of its multilevel control. It is not tied to a

single, all-encompassing, general-purpose control algorithm. OMP's three levels of control are

Executive (or Master), Strategic, and Tactical (Figure 2). The Executive Level is responsible for

initiating scheduling, determining the appropriate scheduling phase, and determining when to

terminate scheduling. The Executive sets the global context for any scheduling actions and

activates the appropriate strategies.

The Strategic Level determines which of the possible tactics are appropriate, establishes the

parameters under which the tactics operate, and determines where to focus the search. The

Tactical Level, in turn, identifies possible low-level scheduling actions and uses heuristics to fill

in the parameters of the possible scheduling actions.

E×_cutive (or Masteri Level

o Initiate Scheduling

o Determine Scheduling Phase

o Terminate Scheduling

Strateaic Level
v

o Identify Appropriate Tactics
o Establish Parameters

Determine Focus of Searcln

Tactical Level

Identify Possible Actions
Determine Parameters

Scheduling

Action

Figure 2. OMP Multilevel Control



Multilevel controlenablesOMPto deferthedeta!ilsof someschedulingdecisionsto
lower levelmechanisms.This hastheeffectof focusingthesearchon areducedareaand
automaticallychoosingfrom only thosetechniquesthatareapplicable.Theflexibility thatOMP
gainstherebyallowsOMPto expendagreateramountof effort in critical areaswithout
conductinglargeglobalsearches.

3.4 Chronology

The"feedback"mechanismthatOMPusesto determinebottlenecksis thechronology
system[seeAppendixH]. Chronologies are limited histories of the scheduling activities that

have been performed and their effects on the schedule. Chronologies provide the information

required to support the assessment heuristics and are currently tied directly to the resources. The

parameters that are tracked relate to how scheduling actions affect conflict levels. Currently,

chronologies are used in bottleneck identification and in supporting executive-control functions.

The OMP concept has also included chronologies tied to the individual tasks. Due to

programmatic time constraints, these types of chronologies were not explicitly implemented.

However, a side effect of the extended task representation discussed in Section 3.5, and the

integration of lower level control structures, is that some chronology-type features are implicitly

invoked. For example, heuristics keep track of certain types of scheduling actions, such as right

shifts, and ensure that inverse actions, e.g., left shifts, are not considered as a next step. This

enables OMP to avoid circular searches.

3.5 Domain Representation

OMP's task representation is extremely rich and is the basis for OMP's flexibility. Tasks

are represented using a detailed activity structure that hierarchically depicts the components of a

task. At each level of the activity tree (Figure 3), different: decisions about the allocation of

resources are made. Higher level nodes correspond to the more global characteristics of the

given task and, consequently, those which would have the most impact on other components of
the schedule. Lower level nodes focus on the breakdown and modification of the task itself,

enabling the use of advanced scheduling actions. The leaves of the activity tree specify the

actual resource assignments.

The activity trees interact with the control structure by providing a framework in which

control decisions can be made. Any constraints on the task: itself are manifested in its activity

tree. Therefore, control structures are prevented from performing any scheduling actions that

would cause an internal inconsistency.

Each node of the activity tree has an associated set of tactics. That set is narrowed down

according to the scheduling context. When a strategy decides to reschedule a particular task, it

sets the context. The appropriate tactics then suggest actions to modify the activity structure by

reassigning resources or modifying the task parameters. The search engine then chooses from

the set of suggested actions.
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3.6 Knowledge-Intensive Search

The enhanced task representation described in Section 3.5 required the development of a

search engine that could search through the different representations of the task and make use of

the advanced techniques available. The search engine is highly dependent upon a strategy that

sets up the proper context for the search and on tactics that respond correctly. If this does not

occur, the problem rapidly devolves into a depth-first search over a large solution space, an

intractable problem. To prevent this from happening, the search engine makes use of the

knowledge available on the schedule and the tasks and performs a Knowledge-Intensive Search.

An example of the type of knowledge that the search engine uses is the location of

bottleneck areas. To resolve these areas, an intensive search is necessary. If uncontrolled,

however, the search becomes intractable. The search engine limits the paths that the search can

take and the depth along any given path using (1) its knowledge concerning the boundaries of

the bottleneck region, (2) the types of actions it can perform, (3) any constraints imposed by the

strategic control mechanism, and (4) the constraints internal to tasks. These tightly controlled

depth and breadth cutoffs prevent the search from becoming intractable.

3.7 Advanced User Interface

The development of an advanced user interface was an integral part of the OMP task. It

was necessary to enable the developers to assess OMP's progress toward completing a schedule.

The interface consists of several interactive graphical displays that make extensive use of color

coding as a means of providing additional information in a compact form.



TheOMPinterfacewasimportantin thedevelopmentanddebuggingof theheuristics.
Progressingbeyondsimpletabulardisplaysto timelines,directionaltimelines,histograms,and
stripchartsenabledthedevelopersto see,in amuchmoreimmediatefashion,whatOMPwas
doing. Given thelargenumberof tasksandsevereoversubscriptionof thesystemin thetest
scenarios,thegraphicdisplayprovedto bea labor-andtime-savingdevice.

3.8 Summary

OMP's advances are due to its adoption of an iterative refinement approach. This

approach required the development of highly interdependent advanced concepts in control and

task representation. Chronologies are needed to support assessment heuristics that are required

to support the multilevel control mechanisms, that in turn are necessary to support a knowledge-

intensive search that is necessary due to the enhanced task representation. The integration of all

these pieces into a working model of an iterative refinement scheduling system is the most

significant achievement of the OMP task.

The AI technology accomplishments of the OMP task were necessary to support the

specific requirements of the FBIS domain. Table 1 show's the relationship between the

requirements and technology associated with each requirement. In addition, Table 1 identifies

the driving characteristics of the the technologies they address.
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Requirement Drivers

• Operate in Over-Subscribed Domain1) Manage Lost Collection

2) Minimize Perturbation
of Collection

• Control Depth of Search

• Reevaluate Previously Deleted Items

• Pack Tasks into Schedule

3) Perform Continuous
Forward Evaluation

4) Plan with Knowledge
from Previous Decisions

5) React Quickly

• Prevent "Planning from Scratch"

• Address Alerts

• Yes/No Decision

• Minimize Lost Collection

• Assess State of Schedule

• Use Knowledge to Guide Search

• Real-Time (seconds) Response

Technology

• Representation Technologies
Allowing Conflicts in
Schedule

• Focused Knowledge-
Intensive Search

• Optimize Phase

• Advanced Gapping,
Shrinking, Hand-off
techniques

• Interactive Refinement

• Event Handler

•. Slash and Burn

•. Optimize Phase

• Chronology

• Assessment Heuristics

• Knowledge-Intensive Search

• Strategies and Tactics
• Assessment Heuristics

• Actively Structure for
Constraint Representation

• Interactive Refinement

• Event Handler

Table 1. Requirements, Drivers, and Technology



4.0 STATUS

The primary objective of the OMP effort was to design a system capable of meeting the

performance goals identified in Section 2.1 and to identify AI techniques that could be applied

successfully in the problem domain. The viability of the approach taken in the OMP design

would be proven through the development of a successiw_ series of prototype-scheduling systems

that would incorporate the appropriate AI technologies.

4.1 Objectives: Year One

The objectives for OMP during its first year consisted of formalizing the OMP scheduling

problem; identifying requirements; and designing a protoliype, OMP I, which would incorporate

AI technology. The specific goals and accomplishments :for year one are detailed in [8].

4.1.1 OMP I Prototype

Development of the OMP I prototype focused on providing an accurate and detailed

representation of the FBIS problem domain and developing the basic scheduling algorithms that

would enable OMP to perform iterative refinement. OMP I provided the ability to represent both

capacity and direction resources (processors/relays and anLtennas, respectively). Tasks were

represented as simple steps that would be assigned to the :required resources. A simple loading
mechanism was used to initialize the resource data structuLres, referred to as timelines. A

random-shuffling algorithm was used to develop information on the particular scheduling

problem. A preliminary form of chronology was developed. The chronologies were analyzed to

identify bottlenecks in the scheduling process.

OMP I served as a proof of concept for the iterative refinement approach adopted in the

OMP task. In this approach, the scheduler progresses through a series of different scheduling

phases, making use of information gained during previous, schedule development to guide the

process toward completion. Each scheduling phase has specific objectives associated with it and

uses a set of heuristics to accomplish those objectives.

OMP I had an advanced graphical user interface that incorporated multiple displays, color

coding, and interactive features to support both development and use of the system. All the data

structures for both resources and tasks were easily available to the user in a variety of formats.

OMP I was a major first step in the development of an AI-based scheduling approach to

support FBIS-type domains. It served as a proof of concept for the iterative refinement approach

and incorporated several AI techniques in both the representation and use of scheduling

knowledge. The effectiveness of OMP I was demonstrated using the FBIS scenario described in

Appendix B. Its limitations, particularly in the areas of detailed task representation, strategic and

tactical control mechanisms, and bottleneck classification, formed the basis for the second year's

research efforts. OMP I prototyped the initial load and resource-centered phases and part of the

time-centered phase, and used simplistic control structures.

10



4.2 Objectives: Year Two

The primary objective for year two was to develop an enhanced prototype, OMP II,

which was based on OMP I and incorporated advanced AI techniques. The specific objectives
were to

(1) Augment the OMP I implementation of tasks, resource timelines, and interface
features.

(2) Research the use of chronologies for eras, tasks, and the schedule as a whole.

(3) Design and develop a scheduling engine that makes use of knowledge available

about the schedule and that is focused by both general-purpose and domain-specific
heuristics.

(4) Provide an executive-level control function.

(5) Provide an event-handling capability.

(6) Analyze the applicability of Operations Research techniques in AI-based planning

and scheduling.

(7) Conduct quarterly reviews, submit quarterly reports, and conduct an annual
demonstration.

4.2.1 Status of Objectives

The second year of the OMP task suffered from a delayed start and an accelerated end

(due to uneven funding), which seriously affected the accomplishment of all the objectives

originally set for the year. Objectives 1 through 5 were tailored to fit within the tighter

constraints; Objective 6 was deleted; and Objective 7 was reduced to two quarterly reports and

reviews, and a final demonstration. In addition, two objectives, namely prototyping the search

engine and delivering the final report and demonstration, were moved from year three to year

two. Some capabilities from OMP I were not implemented in OMP II, and the FBIS scenario

was modified so that the major research topics could be addressed by the end of year two to

coincide with the revised plan. Despite these changes, several technical breakthroughs, as
described in Section 3, were achieved.

The following paragraphs specifically address the status of the year-two objectives. The
capabilities implemented in the OMP II prototype are addressed in Section 4.2.2.

OMP II Design

The OMP II design augmented the OMP I design in several ways. Extensive effort went

into enhancing the task representations. The resource timelines were updated to interact with

these new representations, and new interface features including strip representation of histograms

and message-and-editing windows were added. The problem domain was modified to include

temporal flexibility, such as the addition of multiple windows of opportunity for the tasks. The

control structures were enhanced to provide executive-level control and optimization.

OMP II Implementation

OMP II was virtually a complete reimplementation of OMP I, with minimal transfer of

code. Due to the redesign of the task representations, the previously implemented scheduling

11



capabilitieshadto beupdated.TheOMPII implementationsupportsschedulingthroughall the
iterativerefinementphasesandincludespostprocessingsupportfor determiningstatisticsand
developingasequenceof eventsbasedon theschedule.

Somerepresentationcapabilitiesfrom OMPI werenot includedin OMPII in orderto
continuetheemphasison theresearchgoalsof thetask. Specifically,OMPII representsonly
capacityresourcesandcannotcompletelymodelthedirectional(state)resources(e.g.,antennas).

Chronology System

Research into the application of chronology systems was limited to time segments on

resource timelines, referred to as eras. The algorithm used in OMP II for developing

chronologies trades accuracy for computational efficiency. Era chronologies are developed using

simple algorithms established explicitly for tracking this information. Other, implicit

chronology-type information relating to individual tasks iis developed as a by-product of the new

activity-structure paradigm used in OMP II for task representation. This information is encoded

as context additions made by tactics during actual scheduling. Both the explicit and implicit

chronology information are used by the control heuristics to direct the search process.

Scheduling Engine

Extensive work was done in year two to design and develop the OMP scheduling engine.

The engine is based on the concept of a Knowledge-Intensive Search. The engine makes use of

information gathered by the control strategies, control tactics, and the assessment heuristics to

control the search process.

Executive-Level Control

Executive-level control, also referred to as master-level control, provides basic control

over the five phases of the scheduling system. During schedule generation, the executive is

responsible for determining the appropriate scheduling phase and selecting the strategies. The

basic capability for event handling, which includes the introduction of new tasking (e.g., alerts)

during schedule execution and changes in resource status (e.g., loss of a given antenna), was

implemented during year two. This implementation causes OMP to be reinvoked into the

Optimization Phase for alerts and into the Resource-Centered Phase for resource events.

4.2.2 OMP II Prototype

OMP II prototyping efforts focused on the areas of task representation, strategic and

tactical control, and classification. OMP II has (1) a detailed activity structure, (2) top-level

strategic control, (3) tactically controlled depth search, and (4) bottleneck identification and

assessment heuristics. OMP II advances the iterative refinement approach by enabling

interleaving of the different scheduling phases. The significance of each of these OMP II

features is summarized in the following paragraphs and discussed in detail in Appendix A, the

OMP Technical Report. The OMP II prototype implemented advanced versions of the resource-

centered and bottleneck-centered phases. The necessary automated control structures were also

implemented.
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Task Representation

In OMP I, a very simple task representation was used. Tasks consisted of simple steps

that could either be scheduled (allocated resources) or not. This representation prevented OMP I

from using advanced scheduling strategies. The task representation developed for OMP II is

much richer and more robust, and supports the advanced features that OMP I lacked, e.g.,

gapping, deleting part of the middle of a task, but catching the beginning and end; shrinking,

deleting part of the beginning or end of a task, but catching the middle; and hand-offs, using one

resource to catch the beginning of a task and another resource(s) to catch the remaining part.

The activity-tree task representation provides OMP II with a flexibility missing in OMP I.

Scheduling, from the task perspective, devolves to modifying the activity tree. Constraint

propagation, such as for temporal and resource dependencies, is automatically addressed as part

of updating the task representation. Inconsistent activity structures are not allowed.

Strategic and Tactical Control

A second major advance in OMP II is the integration of strategic and tactical control

mechanisms. Strategic control mechanisms are those that lay out the global constraints under

which the tactics will perform scheduling actions. For example, strategic control mechanisms set

the cutoff levels for oversubscription of the resources, determine whether global or local actions

are permitted, and restrict the search depth. The strategies are responsible for assessing the state

of the schedule and determining when to change scheduling phases.

Tactical control mechanisms are associated with each specific node of the activity tree.

These tactics are the rules that guide the search engine. Based on the type of resource

interaction, the context (e.g., global vs local modifications allowed) and the allowable scheduling

actions (e.g., moves, deletes, gapping, etc.) suggest actions to resolve the problem. The tactics

limit the depth of a search and add to the search context established by the strategies, thus

preventing circular searches.

Strategic and tactical control mechanisms have been integrated into the OMP II search
engine. Because of the limitations in both task representation and automated control

mechanisms, the search in OMP I was very simple. Due to the increased complexity of OMP II,

a search engine was built to take advantage of the advanced control mechanisms. The search

engine depends on a strategy that sets up the proper context and on the tactics that perform

appropriately within that context.

Classification of Bottlenecks

Both OMP I and OMP II use chronologies to identify bottlenecks. However, OMP II

improves upon OMP I by also classifying the bottlenecks. The assessment heuristics assess the

size, level of oversubscription, and loading characteristics of a given bottleneck to determine the

appropriate strategies for resolving it.

OMP II currently has three levels of classification: (1) a large level of oversubscription,

(2) temporally long with a slight amount of oversubscription, and (3) temporally short.

Strategies are selected to resolve the bottlenecks based on these classifications. For a temporally
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shortbottleneck,anappropriatestrategyisonethatuseslocal modificationssuchasgapping,
shrinking,andhand-offsfirst, andthenresortsto deleting,if necessary.Largelevelsof
oversubscriptionin abottleneckindicateaneedfor adeletionstrategy,while atemporallylong
andslightlyoversubscribedbottleneckcanbebrokeninto smallerpiecesandsolvedusinglocal
strategies.

Theclassificationprocessis extremelyimportantto theselectionof strategiesand
thereforehasasignificantimpacton theeffectivenessof theschedulingengine.Thethree
classificationsidentifiedin OMPII aregrosscategoriesthatprovidehigh-levelguidance.Upper
levelcontrolstrategies,in turn,settheparametersby which thebottlenecksareidentified and
classified.Therefore,thereis stronginteractionbetweenthebottleneckclassificationsystemand
thehigherlevel strategiesthatinfluencetheeffectivenessof theschedulingengine.

Interleaved Iterative Refinement

The OMP task introduced the concept of multiphase scheduling. During year one,

scheduling was intended to progress serially through the five phases (Initial Load, Resource-

Centered, Bottleneck-Centered, Optimization, and Event-Handling). This concept was upgraded

during year two to allow interleaving of the phases. The sequence in which the phases are

invoked (and reinvoked) depends on the current state of tlhe schedule, the tasks remaining to be

scheduled, and the focus state of the scheduler. While OIvlP I implemented only the Initial Load

and Resource-Centered Phases, and simulated the other phases, OMP II has implemented (to

varying degrees) all the planning phases and incorporates control mechanisms that enable

interleaving.

The most obvious advantage of interleaving is that, unlike OMP I, OMP II can load the

schedule until it reaches a problem threshold; it then reso]',ves the problem to an acceptable level

and continues loading. Since loading strategies are influenced by the priorities of the tasks, this

ensures that all tasks, even the lowest priorities, will be given a fair chance to enter the schedule.

Conflicts due to interactions between higher priority tasks; will be resolved without arbitrarily

affecting the lower priority tasks.

4.3 Objectives: Year Three

The following objectives were originally scheduled for the third year of work under the

Operations Mission Planner contract but were deleted when the period of performance was

reduced to two years:

(1) Design and develop the Optimizer Phase to include a depth-search engine and

heuristic pruning.

(2) Develop a planning shell that would provide the necessary language to specify

resources, tasks, and heuristics.

(3) Develop a prototype operations interface.

(4) Perform studies on the issues of centralized/decentralized scheduling, timing,

manual override of automated planning, and complexity.

(5) Conduct quarterly reviews; publish quarterly reports, a final report, and conduct a
final demonstration.
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Thedepth-searchengine(item 1)andthefinal reportanddemonstration(item 5) were
movedto yeartwo.

5.0 RECOMMENDATIONS

The OMP task has made significant progress in the area of automated scheduling
research. The results have also raised new questions that could form the basis of advanced

research. In addition, several areas originally planned as part of this effort were not addressed,

due to the loss of funding. The following sections provide recommendations for follow-on

activity to address research issues and applications issues.

5.1 Applications Issues

The following issues are related to the actual application of OMP to an operational

domain. Although the OMP technology has matured to the point where it is ready for technology
transfer, there are several applications-related issues that must be addressed.

5.1.1 Integration of State Resources

The OMP I Prototype used a special representation for the antenna resources. In the

FBIS scenario, this representation addressed constraints that required an antenna to be pointed in

a particular direction to support a task. Tracking of additional constraints (such as the amount of

time required to pan an antenna to the given direction and the number of times the antenna cable

could be wrapped around the pedestal before it had to be unwrapped) was supported by this

representation. Because of time constraints imposed by the loss of funding, this capability was

not ported to OMP II. To fully support the FBIS domain, this representation would need to be

reintegrated into OMP.

5.1.2 Development of a Specification Language

The OMP prototypes are implemented completely in LISP. Adding new classes of

resources, new types of activities, new heuristics (at any level), or any extension in the OMP

capabilities requires the generation of additional LISP code. We recommend the development of

a specification language that allows users to specify resources, activity structures, and heuristics

using a high-level language. The users would then be able to tailor OMP to support their specific

domain without the need for proficiency in LISP.

5.1.3 Specification of an Operations Interface

The main functions of the OMP II interface were to support development/debugging of

the OMP system and to allow others to visualize the OMP multiphase approach to scheduling.

The specification of an operational user interface, which would address how FBIS operators

would use OMP in an operational environment, was scheduled for year three, but was dropped

due to the restructuring of the task. While many of the existing interface features are

transportable to an operational interface, it became clear during a series of in-progress

demonstrations that operators would require additional support features and functions to be able

to use OMP effectively.
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5.1.4 Separation of Domain-Specific vs Domain-Independent Knowledge

OMP operates with a set of heuristics, which vary in terms of their generality. Heuristics

can be categorized into those that are totally domain specific, those that are specific to a given

type of problem but are general-purpose within that context, and those that are totally general-

purpose. For example, a heuristic that enables a task to be moved from one resource to another

would support most domains. Heuristics such as the load-assessment heuristics, which

determine when OMP has developed significant levels of conflict to interrupt the loading and

perform preliminary conflict resolution, are generally applicable to oversubscribed domains.

Finally, heuristics such as those that enforce constraints concerning antenna hand-offs are

domain specific. To evaluate the general applicability o17OMP, an analysis is needed of the

different types of heuristics and their generality, and an assessment of the dependence of OMP's

performance on domain-specific heuristics.

5.1.5 Performance Characterization of OMP

A general analysis of OMP's performance is needed to characterize the OMP approach.

It should address such questions as: How input sensitive are the schedules that OMP develops?

Preliminary analyses indicate that, while the ordering of the specific tasks within a schedule is

highly input sensitive, the amount of tasking accomplished by the schedule is not. How different

is the resulting schedule when an alert is known a priori vs during execution? Can human

schedulers easily improve upon the OMP-generated schedule? Under what conditions, if any,

does running the optimizer result in a worse schedule? Where does OMP spend most of its

computing time?

5.2 Research Issues

Advanced research into automated scheduling teclhnology, based on the OMP approach,

can follow several paths. The issues identified in the following subsections provide detail on

several potential research areas.

5.2.1 Expanded Resource Structure

In its two incarnations, OMP has represented two types of resources: capacity and state.

Capacity resources are limited to the number of tasks they can support at any given time, but

once a resource is released, it is immediately available to support another task. OMP II

represented antennas, relays, and translators using capacity resources. State resources can

support a task only if they are in a given configuration, which can change with time. OMP I

represented antennas as direction state resources. It is possible for a given resource to be both

state and capacity.

In addition to these resource types, there is another, referred to as consumables.

Consumable resources get used up by a task and are not available to support other tasks when the

task is complete. Replenishables are a special type of consumable resource that can be replaced.

An example of a consumable is the fuel on board a spacecraft such as Voyager (which cannot be

refueled); an example of a replenishable is battery power, which gets drained and recharged

throughout a spacecraft's life. OMP does not currently have the capability to support either type
of resource.
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5.2.2 Definition of Human Interaction Paradigm

Human interaction with automated schedulers is very limited. Usually the human is

restricted to editing a schedule or submitting a task to be scheduled. There is no cooperative

scheduling. The automated scheduler's interpretation of the human input usually falls on either

extreme of a continuum. At one end, any changes the human makes in the schedule are regarded

as sacrosanct and cannot be changed. At the other end, the scheduler accepts those inputs but

can then disregard them, so that the operator input may simply be ignored. Neither of these two

interaction paradigms is worthwhile for OMP-type scheduling.

With the OMP system, the control structure is instantiated through the multilevel control

heuristics. It is envisioned that a human operator could perform the same functions as these

heuristics. For example, the human operator should be able to designate a specific area of the

schedule as a bottleneck and have the scheduler behave accordingly. Or, the human could set the

focus state for the scheduler and have the scheduler focus its attentions on a specific point in the

schedule. Or, the human could assign a task to a given resource. To prevent the scheduler from

getting locked into a bad schedule due to these human scheduling actions, but also to ensure that

the scheduler does not arbitrarily disregard them, a change in the interaction paradigm is needed
somewhere in the middle of the continuum described above.

This interaction would vary the weight given to a specific human scheduling action based

on the context of that action. When first enacted, the scheduler would regard that action as

sacrosanct and would work around it. If that human scheduling action continues to cause serious

problems with the schedule, the scheduler would become more willing to violate it. Finally,

once a specified tolerance threshold is reached, the automated scheduler would violate that action

and continue from that point to resolve any conflicts. There are several research issues involved

in developing this type of interaction paradigm. They include identifying how the human

operator can interact, when those interactions can occur, how the automated control structure

interprets those interactions, and how the system deals with bad inputs.

5.2.3 Application of Concurrent Processing

Portions of the scheduling process, as described in the OMP iterative refinement

approach, are inherently suitable for parallel processing. For example, the updating of resources

or temporal regions could be done in parallel. Once bottleneck regions have been identified and

interactions between different bottlenecks dissolved, each bottleneck can be resolved indepen-

dently and is therefore a candidate for parallel processing. Identifying other opportunities for

parallelism, managing the details of determining when interdependencies have been dissolved,

providing distributed heuristic control, and controlling multiple access to the data structures are

issues that must be addressed in the application of concurrent processing techniques to automated

scheduling.

5.2.4 Identification of Heuristics To Aid in Optimization and Event Handling

The Optimization and Event-Handling Phases in the OMP II prototype are partially

implemented. The high-level control structures and the assessment heuristics are only roughly

implemented. Additional attention is required to determine how to set the focus state and
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associatedparameters,how to mosteffectivelyinvoketheexistingheuristicsto createabetter
schedule,andwhatassessmentfunctionsareneededto supporttheOptimizationPhase.
Currently,OMPII hardwireswhich planningphaseto reinvoke,basedon thetypeof event.
Additionalheuristicsareneededto supportanimmediate',yes/noresponseto alertrequests;
assessmentof the impactof agiveneventto determinethemostappropriatephasein whichto
reinvokescheduling;andhandlingof varyingresponsetimes(e.g.,yes/noresponsein n seconds,

but x minutes during which the schedule can be improved).

5.2.5 Learning

An OMP-type automated scheduling system has two possibilities for learning: It can

analyze the results of its own actions over extended periods of time, or it can analyze the types

and results of human intervention in the scheduling system. These two types of learning can lead

to extensions of knowledge bases supporting OMP's knowledge-intensive search and to the

development and refinement of control heuristics. The application of case-based reasoning can

assist in these learning processes. How to incorporate a learning system within OMP is a long-

term research goal.

6.0 SUMMARY

The OMP task was successful in demonstrating the applicability of Artificial Intelligence

technology to automated scheduling. The task resulted in significant accomplishments inspired

by the development of the iterative refinement approach. The adoption of this approach,

however, has added new questions and problems that need to be addressed through an ongoing,

longer term scheduling research effort. However, even without addressing the extant research

issues, the OMP approach can be reasonably extended to support operational domains.

Therefore, the task succeeded both in demonstrating the applicability of state-of-the-art AI

technology and in providing insight into the future research directions needed to further advance

the concepts presented.

The research was performed by the Jet Propulsion Laboratory, California Institute of

Technology, and was sponsored by the United States Department of Defense through an

agreement with the National Aeronautics and Space Administration. The work was performed

by members of the AI Group, which is chartered to perform advancd research on and facilitate

transfer of new AI-based technology. The AI Group is part of the Computer Science and

Applications Section 366 of the Informations Systems Division 360. In addition to the authors,

the following people have contributed to OMP: D. Atkins;on, L. Charest, R. Doyle, L. Falcone,

K. Kandt, G. Martin, and H. Porta.

Reference herein to any specific commercial product, process, or service by trade name,

trademark, manufacturer, or otherwise, does not constitute or imply its endorsement by the

United States Government or the Jet Propulsion Laboratory, California Institute of Technology.
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APPENDIX A

OMP TECHNICAL REPORT





1.0 INTRODUCTION

Appendix A is the Technical Report for the Operations Mission Planner task. It presents

detailed technical information on OMP implementation techniques that are not covered in depth

in the main report or in the technical papers published on OMP and presented in Appendixes G,

H, and I. The areas covered in this Appendix are Domain Representation and the Knowledge-
Intensive Search.

2.0 OMP Domain Representation

There are two classes of knowledge represented in OMP. The first class describes the

components of a schedule. This includes knowledge of the possible types of tasking and the

various resources that make up a bureau. The second class of knowledge is represented in the

various heuristics that direct the scheduling process. Representing this metaknowledge, which

determines how to schedule, is a major part of OMP.

2.1 Task Representation

Within the first class of knowledge there are three distinct types of knowledge bases: the

Task Expansions, the Resource Descriptions, and the Bureau Descriptions. A Task Expansion

describes the possible set of activities that can satisfy a requested task. A Resource Description

identifies the parameters used in describing an antenna and how an activity's step can reserve

this type of resource. Finally, a Bureau Description describes the number and types of resources
at a single bureau location.

In the FBIS scenario, a request for collection of a broadcast is represented as an input

task. OMP uses the task-expansion knowledge to create a schedulable task. The two major

components of a schedulable task are a task description and an activity tree. When OMP is

started, one or more text files that specify the requested broadcast coverage are read. From these

files OMP builds a task description for each request. A task description specifies the task type 1 ,

name, priority, windowing, and any other parameters 2 needed to specify the task. Also contained
within a task description is whether the task is currently scheduled or deleted, and information to

interface the task with the graphical display.

While a task description specifies a request, an activity tree specifies exactly how a task is

scheduled. For example, a task description specifies which antennas a broadcast may use, while

an activity tree will specify which antenna the broadcast is using in the current schedule. Thus,

the task description specifies the possible ways to schedule a task, while an activity tree specifies

a unique configuration of a task.

The leaves in an activity tree are called steps. A step must contain a pointer to a resource,

the amount of usage of that resource, and a temporal interval. When a task is scheduled, the

1 In the current scenario there is only one type of task, called a Broadcast; however, the system is set up to support multiple

types of tasking. Each type would have its own set of parameters, scheduling actions, and tactics.

2 The set of parameters needed to describe a Broadcast is given in Appendix B.
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resource timeline specified by the step is updated to indicate the task usage of the resource for

the specified temporal interval. Thus, the steps in the task's activity tree are the mechanisms by

which tasks interact with the resources.

The non-leaf nodes in an activity represent choices that simultaneously affect several

steps. In a broadcast task, the particular processor is chosen in the root activity node. This means

that all the processor steps in a broadcast must use the same processor. Other decisions, such as

which antenna to use, will be chosen at the leaf (step) level in the activity tree. The parameters

specified in a particular level of an activity tree are domain specific.

An activity node may vary the type or the number of its descendants. For example, in a

broadcast activity tree the Antenna-Coverage activity node may contain one or more antenna

steps. If the Antenna-Coverage node contains more than one antenna step, then the adjacent steps

must temporally overlay each other by the antenna hand-off duration specified in the broadcast's

task description. This is how a broadcast's activity-tree structure represents an antenna hand-off.

The OMP activity trees are similar to the goal expansion skeletons found in traditional

planners. They allow OMP to represent a large variety o.f different types of tasking where there

may exist many different ways of accomplishing a single: task. The OMP activity-tree structure

is unique in how the tasks interact indirectly through the resources and how the heuristics modify

the activity trees during the scheduling process.

2.2 Resource Timeline Representation

Resources are represented in OMP as timelines. An OMP resource timeline monitors

three different types of change in a resource over time. "r'he first type is the state of the resource.

In OMP II, this is the current usage of the resources and is graphically displayed as a histogram.

In OMP I, the antenna's resource timelines state is the cu:rrent direction of the antenna, which can

vary between 0 and 360 degrees. The direction state is graphically displayed in OMP I as either

a radarlike scope 3 or a flattened directional cylinder a timeline. Along with the time-varying

state of the resource, the resource timelines track the steps which are requesting usage of the

resource. This second type of information is used by the :_trategic heuristics to determine which

tasks need to be modified, and it is graphically displayed as the resource Gantt charts. The last

type of change tracked by a resource timeline is the chronology 5 of the resource. The

chronology of a resource is used by the assessment heuristics to identify resource bottlenecks and

is used by the control heuristics in deciding which region of the scheduling to focus on next.

The resource timelines are divided into eras, temporal regions long enough in duration 6 to

be interesting to the top-level scheduling heuristics. The general architecture of OMP allows the

3 The scope display also presents the range information for an antenna but only displays the direction state for a particular

moment in time.

4 The directional cylinder length represents time, and the circumference represents the direction of the antenna. The cylinder

is "cut" down the length at 0-360 degrees and is flattened out into a temporal strip.

5 See Appendix F.

6 The exact value of this duration is "soft" in OMP and is domain specific.
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tasksto bescheduledat afiner resolutionthanthedurationof anera. The largereraresolution'/
eliminatesthetemporal"noise" from thetop-levelcontrolandassessmentheuristics.The
resourcechronologyis keptattheeralevel andis updatedby thestrategicheuristics.This
informationtrackstheeffort the strategic heuristics put into a resource region.

2.3 Heuristic Knowledge Representation

There are three classes of scheduling metaknowledge in OMP. The first class is the

dispatch heuristics which, in the current OMP architecture, is represented by tactics and actions.

These dispatching heuristics along with the tactical search engine are responsible for modifying a

scheduled task. The second class of metaknowledge includes the control heuristics which are

implemented as a group of"strategic" search algorithms. These algorithms direct the search

performed by the dispatch heuristics. The third class of scheduling metaknowledge includes the

assessment heuristics. In OMP II, these heuristics are used to identify and classify resource

bottlenecks. This information about the bottlenecks is used by the control heuristics to

strategically direct the scheduling process.

The multiple levels of heuristic control are necessary to support OMP's scheduling

approach, referred to as Knowledge-Intensive Search. In order to work effectively, the

scheduling engine requires the knowledge encoded in the various levels of heuristics. To gain a

better understanding of how the heuristics work, it is necessary to view them in the context of the

Knowledge-Intensive Search process.

3.0 KNOWLEDGE-INTENSIVE SEARCH (KIS)

Knowledge-Intensive Search occurs at two levels: the tactical and strategic. Each level

has distinct goals, although they operate cooperatively. The heuristics and type of knowledge are

different at each level, although decisions made at one level affect the others. The tactical search

engine performs the actual scheduling process of assigning resources to the tasks, but it does so

in the context set by the strategic search engine. The following sections describe the tactical and

strategic search engines in greater detail and identify how they support the concept of

Knowledge-Intensive Search.

3.1 Tactical Search Engine

The goal of the Tactical Search Engine is to determine and implement the appropriate

scheduling actions. It does this by manipulating the activity structure associated with the tasks.

Instead of constructing a conflict-free activity expansion of a task, the OMP tactical search

engine modifies a task's existing activity structure. The search engine tries various modifications

in order to eliminate a "problem" that was identified by a control heuristic. The tactical search

engine performs a depth-first search that either uses the first acceptable activity tree it finds or

leaves the activity tree in its original state. The definitions of acceptable, problem, and the

constraints (or context) of the search are set by the control heuristics. In most cases an acceptable

7 Due to the tight schedule in developing OMP's two prototypes, this feature was never tested.
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state is one that eliminates the conflict in the resource regions that the control heuristics have

focused upon.

In the OMP II architecture, the activity-tree structure, actions, and tactics form the task

expansion and the dispatch knowledge in the modification of a schedule. Instead of blindly trying

different expansions of a task, the OMP tactical search m,_ifies a task in direct response to an

identified problem. Also, by setting the initial search context, the control knowledge can direct

the tactical search. This is commonly done to restrict the search either to simple actions which

have a large impact on the schedule (such as, try a different time window or delete a task) or to

more complex actions (such as antenna hand-off). The simple actions usually have a large

impact on the schedule and are thus used in the beginning of the search process to quickly rough

out the schedule, while the more complex actions depend upon the schedule being relatively

static and thus are of greater use at the end of the scheduling process. This allows OMP to

progress from a search whose goal is to identify the scheduling bottlenecks to a search whose

goal is to fit one more task into the existing schedule.

During the scheduling process, the control heuristics invoke a tactical search on a

problem. A typical problem is a task's step that causes a resource oversubscription. The tactical

search engine will first collect possible actions which may solve this problem. It then invokes an

action which will modify the task's activity. After the task has been modified, a check is made

for any new problems in the updated activity. A typical e_:ample of a new problem would be if

the modification caused a new resource oversubscription tlhat is unacceptable to the control

heuristics. If no additional problems are found, then the search terminates successfully, leaving

the activity in its updated form.

If a new problem is found, then the tactical search engine continues the search in a depth-

first manner. It will collect and run additional actions in response to the new problem. If it

cannot find any appropriate actions, then it will unwind to the previous search state and try a

different action from the previous list of suggested actions. If none of the suggested actions

leads to a problem-free solution, then the tactical search engine terminates unsuccessfully, and it

leaves the activity in its original state.

Actions are a property of a node of a task's activity tree that are used to modify that node.

For example, a Change-processor action is a property of the top-level node of a broadcast, while

a Change-antenna action is a property of the broadcast's antenna-step. Thus, a broadcast must

allocate the same processor for the whole task, while it may simultaneously allocate different

antennas during the broadcast collection. An action heuristic modifies the activity node

associated with the action. The action may invoke subactions on the activity node's descendent

in order to propagate the effect of the action over the activity tree. Each action will post a

corresponding unwind action on the unwind list. This allows the tactical search engine to rewind

to the previous state. At the termination of a tactical search, the unwind actions are deleted.

Thus, OMP only performs backtracking within a single invocation of the tactical search engine

and does not perform global backtracking over the entire scheduling process.

The tactical search engine uses the tactical heuristics to suggest possible actions. Like the

actions and unwind actions, the tactics are properties of an activity node. When a tactic is
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invoked,it examinestheproblemdescription,thesearchcontext,andthecurrentstateof its
associatednode. If theparticulartacticis applicable,it will suggestoneor moreactionsthatmay
solvethisparticulartypeof problem. Severaldifferenttacticson thesamenodemaysuggestthe
sameactionbutwith differentparameters.For example,theTry-a-different-temporal-window,

Shift-temporal-after-the -problem-interval, and Shift-temporal-before-the -problem-interval will

all use the Set-interval action but will supply different intervals to the action.

When gathering possible actions, the tactical search engine starts with the task's step that

is directly involved in the problem. The search engine invokes all the tactics for this activity

node and collects the list of actions suggested by these tactics. The search engine then moves to

the parent node and invokes all the tactics for the step's parent node. The search engine

continues up the activity tree and collects all the possible actions for this type of problem given

the current context 8 of the search. At the root node of the activity structure, the tactics

suggest deleting the task, while tactics at the antenna step level may suggest actions that try

different antennas 9. These suggested actions form a search level in the tactical engine search

space.

When a tactic suggests an action, it also supplies any needed parameters and the

appropriate context for this action. For example, to shift temporally to the right of an over-

subscribed resource region the Shift-right tactic will suggest a Set-interval action, and the tactic

will supply the end time of the oversubscribed region as a parameter to the Set-interval action. If

this action is invoked, then the tactic will add Shift-right and Set-resource to the current search

context. These additional contexts mean that any tactics run later in this branch of the search

space will not consider moving the activity temporally to the left or trying an alternative resource

to the one that the previous tactic used in determining where to shift. If the search engine

rewinds over this action, then the addition to the contexts will be lost. Thus, the system may try

to shift left or change to a different resource to avoid the resource oversubscription problem.

3.2 Strategic Search Engine

The strategic search engine is tasked with focusing the search. It provides the

information to the tactical search engine that determines what types of actions are allowable and

in what context to use those actions. The strategic search engine has several strategic heuristics
that it uses.

The Shuffle strategic heuristics choose a resource conflict to focus on. The tasks involved

in this conflict are modified using the tactical dispatch heuristics. The context of the tactical

search restricts the search to using simple actions. The search tries to eliminate the conflict from

the schedule, but it can create new conflicts in resource regions on which it has not worked

8 The initial search context is set by the control heuristics. However, tactics can add to the search context as described in the

following paragraph.

9 In the current OMP scenario, the "processor step" has no tactic that will suggest trying a different processor. Since this

decision must be made for the task as a whole, the "Try a different processor" tactics reside on the root node. Thus, the

tactics are domain specific.
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much. This canhavetheeffectof actuallymakingtheoverall scheduleworse1°. Whenthe
strategicheuristicchoosesthenextresourceregion,it will look first for conflictswhichexiston
resourceregionsit haspreviouslyworkedon. This meansthat,if fixing oneregionmeans
breakinganother,theschedulingprocesswill quickly getstuckin focusingfirst ononeregion
thentheother. Whentheheuristicnoticesthatit hasexpendedtoomucheffort in acycle11,it
invokestheassessmentheuristicsto identify thebottlene,ck.

Theassessmentheuristicssearchtheresourcetimelinesfor regionsof high scheduling
effort. Theseregionsaregroupedinto abottleneck.The assessmentheuristicsthenexaminethe
bottleneckfor typeof resources,amountof oversubscription,potentialamountof capacity,and
temporalextent. Basedon thesefactors,theassessmentheuristicsclassifythebottleneck.This
classificationis thenusedby thecontrolheuristicsto direct thenextphasein thescheduling
process.For example,if thebottleneckis largein extentandis veryoversubscribed,thenext
strategywill deletethetaskfrom thebottleneck.On theotherhand,if thebottleneckis small in
extentandthetotaldemandin thebottleneckis closeto its capacity,thenthenextstrategywill
performadeepsearchin thebottleneckregionandwill try complexdispatchheuristicssuchas
antennahand-offin orderto tightly packthetaskingin thebottleneckregion.

4.0 SUMMARY

The demonstration of multiple classes of scheduling knowledge, the use of chronologies

to identify scheduling bottlenecks, the classification of these bottlenecks in determining which

type of scheduling heuristic to use, and the interleaving of finding and solving bottlenecks, were

all major research objectives demonstrated in the two OMP prototypes. The purpose of

developing these techniques is to show the feasibility of an automatic scheduler which can use

the knowledge gained in trying to construct a schedule and which operates by continually

modifying an existing schedule. These techniques should allow the construction of automatic
and interactive schedulers which will be able to quickly and optimally 12 construct large and

complex schedules. The same systems will also be able to maintain the schedule in a minimally

disruptive manner.

10 This is actually desirable, because in order to substantially improve a schedule without making several changes

simultaneously, it is many times necessary to temporarily cause additie,nal conflicts.

11 Unlike OMP II, OMP I did not first focus on previous work on regions, Instead, it kept a more detailed chronology which

was analyzed completely after the Resource Scheduling Phase. By having the strategic heuristics choose their focus on the

partially built chronology, the system can find bottlenecks quicker and can interleave the Resource and Bottleneck

Scheduling Phases.

12 By optimal we do not mean the theoretical maximum but a schedule which human experts will not be able to substantially

improve.
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1.0 Introduction

Appendix B describes the test scenario used to demonstrate the OMP II Prototype. This

scenario is a modification of the OMP scenario presented in the March 21, 1989, Scenario

Document, which is included as an attachment to this Appendix. Detailed information on each

of the resource types is presented in that attachment. Due to the reduction in the period of

performance of the OMP task, the scenario was streamlined to provide a representative test case.

The following sections describe the streamlining used in generating the scenario and the

distributions used to generate the task parameters.

2.0 Scenario Description

A scenario consists of two parts, the set of resources available and the requested tasking.

The following subsections describe the resources and tasking which define the OPM II test
scenario.

2.1 Resources

The OMP II test scenario uses antenna, translator, and relay resources. Receiver

resources are not modeled. There are four types of antenna resources: UHF, VHF, UHF/VHF,

and FM antennas. Each antenna is modeled as a capacity resource (Section 5.2.1 of the OMP

Final Report). Use of the antenna resources therefore is constrained only by the number of tasks

assigned and the radio frequency of the antenna. The ability to model antennas as

directional/state resources was not carried over from the OMP I Test Scenario.

There are three types of translators: French, German, and English. Each translator

category is modeled as a capacity resource, which is analogous to having a given number of

people available to do translating. Use of the translator resources is constrained by the number

of tasks assigned and the language of translation.

There is only one type of relay resource. It is modeled as a capacity resource and its use

is contrained by the number of tasks assigned and whether they are allowed to be relayed.

The resource configuration used in the OMP II Test Scenario is designed to saturate at

approximately 300 tasks.

2.2 Tasking

The OMP II Test Scenario has 500 tasks which are requested during an eight-hour shift.

These tasks are all modeled as basic broadcasts: tasks which occur at a given time for a given

duration and which require an antenna-processor (translator and/or relay) assignment in order to

be considered scheduled.
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Tasksareessentiallydefinedby theirwindow(s)(starttime,desiredduration,minimally
acceptableduration),radiofrequency,languagefor transltationand/orrelaycapability,prioritya,
andtheir name.Additional informationon theconstraintsassociatedwith thetypesof
schedulingactions(shrinking,gapping,hand-offs)canbe,derivedfrom this information.

3.0 Distributions

Based on guidelines from the sponsor, there were some basic relationships between the

different parameters used to describe the broadcasts. General guidance identified that there were

very few high-priority tasks vs many low-priority tasks. /In addition, the higher priority tasks

tended to be of longer duration. The distribution table used to develop tasking which conforms

to this guidance is given in Table B-l, Priority vs Duration Distribution. The numbers in the

table correspond to the number of broadcasts per 100 that would have the given parameters.

Additional guidance stated that some tasks should be supportable by multiple resources.

To incorporate this characteristic into the scenario, we developed a grid of resource assignment

possibilities, described as resource pairs. Pairs of resources which could conceivably support the

same tasks due to overlapping requirements were generated. For example, it was conceivable

that a broadcast could have a frequency which allowed it to be received by both a VHF and an
FM antenna; therefore, a new antenna resource was constructed which allowed the choice

between a VHF or FM antenna. Similar reasoning allowed the pairing of a translator type with

the relay resource. Therefore, although we have only four' antenna types, there are actually seven

antenna categories which can be used as task parameters. Similarly, the four processor types

generate seven processor categories. The distributions generated to support setting the task

parameters are given in Table B-2, Processor vs Antenna Distribution. The numbers in the table

correspond to the number of broadcasts per 100 that would have the given parameters.

Given these parameter-distribution tables, a scenario was generated by creating 500

broadcasts which were randomly assigned parameters according to the distributions. Names

were generated, and a pseudorandom process was used to assign the start times and number of

windows for an individual broadcast. The maximum number of windows was limited to three

(3), and the maximum duration was limited to ten time units (one hour and forty minutes).

1The priority scheme was changed to run from 1 to 10, rather than 1 to 100, to :simplify tile display.
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TABLE B-1

PRIORITY vs DURATION DISTRIBUTION

_ .._,,onty 1 2 3 4 5 6 7 8 9 10 Total
Duration--"_

2 0 0 0 1 0 0 1 0 1 0 3

3 0 0 0 0 1 1 0 2 ! 1 6

4 0 0 1 1 0 1 3 2 2 2 12

5 0 0 0 1 1 2 2 4 2 5 17

5-6 0 0 2 2 1 0 1 4 5 6 21

6-7 0 0 0 1 2 2 6 1 4 1 17

6-8 0 1 1 1 2 2 3 1 1 0 12

7-9 0 1 0 0 0 1 1 1 1 1 6

8-10 1 0 1 0 1 1 0 1 0 1 6

Total 1 2 5 7 8 10 17 16 17 17 100

TABLE B-2

PROCESSOR vs ANTENNA DISTRIBUTION

r French German English
French Relay German Relay English Relay

UHF 2 1 1 1 0 2

Relay Total

UHF 3 2 1 1 1 3 1 12
UHF/VHF

UHF/VHF 1 1 2 1 1 2 2 10

UHF/VHF
2 2 2 3 1 3 3 16

VHF

VHF 2 2 2 2 1 4 2 15

VHF 4 2 3 3 3 2 4 21
FM

FM 2 2 3 3 1 3 4 18

Total 16 12 14 14 8 19 17 100
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1.0 Introduction

The purpose of this scenario is to test how the Operation Mission Planner (OMP) handles

complex scheduling problems. While the test scenario is based on the Foreign Broadcast

Information Service (FBIS) domain, the concepts demonstrated are relevant to several other

scheduling domains.

This scenario explores several forms of complexity beyond the current FBIS scenario

demonstrated in December, 1988. The first simply involves using a greater number of tasks and

resources. This scenario will use approximately five hundred tasks and roughly one hundred

resources. Another form of increased complexity involves having three fundamentally different

types of resources, antennas, receivers, and processors, all of which must be configured in order

to produce a schedule. Each of these different types of resources has different parameters, such

as direction and language capabilities, which have to be handled differently. Besides having

three fundamentally different types of resources, each resource type has many subtypes. For

example, there are 13 different subtypes of antennas. Each subtype has a different set of

capabilities.

The FBIS scenario is centered on an eight-hour shift at a single bureau. The bureau is

assigned to collect a large set of broadcasts. Despite the multitude of resources located at a

bureau, the number of tasks will far exceed the total resource capabilities.

In order to collect a broadcast, the bureau must configure an antenna, a receiver, and a

processor. OMP must choose an antenna with the correct frequency band and range (sensitivity)

and point the antenna in the correct direction. A receiver with the correct frequency band must

be connected to the antenna, and a processor must also be assigned to this configuration. These

resources, if properly configured, can also be used to simultaneously collect other broadcasts.

2.0 Tasking

The basic tasking in OMP is a request to collect a particular broadcast or a group of
related broadcasts. There will be approximately 500 broadcasts in the FBIS scenario. Each task

is assigned a priority. This priority is used to determine which subset of the total tasking will be

scheduled. The individual broadcasts have six important parameters which are used in

determining the resources necessary to collect the broadcast. These are: start time, duration,

frequency, direction, range, and language.

The priority scheme used in the FBIS scenario ranges from 1 to 100, where 1 is the

highest priority and 100 is the lowest priority. The priority scheme is absolute in the sense that

collecting one more higher priority broadcast is more important than collecting any number of

lower priority broadcasts. For example, collecting a single priority-12 broadcast is preferable to

collecting a large number of priority- 13 broadcasts. Table 1 gives the frequency of the tasking

priorities.

Each broadcast has a start time and a duration. The start times are distributed over an

eight-hour shift. The duration of a broadcast runs between 5 and 30 minutes and is skewed
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towardstheshorterdurationtasks. It maybepossibleto shortena broadcastcollectionby not
collectingthelast few minutesof thebroadcast.

Thefrequency,range,andlanguageof abroadca,;tdetermineswhich subsetof the
resourcescanpossiblybeusedin thecollectionof thisbroadcast.Thedirectionis usedto
determineif anantennais pointedsothatit cancollectthebroadcast.Theuseof these
parameterswill bedescribedin Sections3.0through5.0.

3.0 Antennas

Therearefour staticcharacteristicsof anantenna.Thesearetheantenna'sfrequency
band,range,angularreception,androtationspeed.Theantenna'sfrequencybandandrangeare
usedwith thebroadcast'sfrequencyanddistanceto determineif it is possiblefor theantennato
beusedin thecollectionof thebroadcast.Theantenna'sangularreceptionandrotationspeedare
usedwith thebroadcast'sdirection to determinetheantenna'spointingrequirements.

If abroadcast'sfrequencyis within thefrequencybandof anantennaandthebroadcast's
distanceis lessthantherangeof theantenna,thenthisantennacanbeusedto collectthe
broadcast.While theantenna'srangeandthebroadcast'sdistanceareexpressedin kilometers,
this is reallyanexpressionof thesensitivityof theantennaandthebroadcastsignalstrength.
Thebroadcastdistancecanbecalculatedfrom theactualphysicaldistanceof thebroadcast,the
strengthof thebroadcast,andanyknowninterferenceof thebroadcast.Theantenna'srangeis a
measureof theantenna'ssensitivity. By combiningtheseconceptsintoa distance,onecaneasily
showtheseattributesasa graphicalscopedisplaywithout sacrificingtheaccuracyof the
scenario.

Eachantennahasa time-dependentattributethatis;thedirectionin whichtheantennais
pointing. OMPcanchangethisdirectionat arate lessthanor equalto theantennarotation
speed.Theantennacanonly collect broadcastswhosedirectionis within theantenna'sdirection,
plusor minushalf theangularreceptionof theantenna.The numberandtypesof antennasare
gi'venin Table2.

4.0 Receivers

Each receiver has a subband selector and two tuners. OMP can select the subband for

each receiver from the receiver's list of legal subbands. Each receiver may collect two separate

broadcasts, but each broadcast must be within the same subband. The number of receivers and

the collectible subbands are given in Tables 3 and 4.

5.0 Processors

There are three different types of processors: recorders, relays, and translators. A

recorder can process any one broadcast, while a relay can retransmit eight signals

simultaneously. A translator can only process broadcasts that are in the same language as the

translator. A translator can process one broadcast in the detail mode or two signals in the

summary mode. Table 5 lists the types and numbers of the various processors.
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Table 1. Task Priority Frequency

Priority Range Task Frequency

1-7

8-20

21 - 100

20%

50%

30%

Table 2. Antennas

Type Number

Frequency

Band
Angular

Reception

Rotation

Range (Km) Speed (Ang/Min)

TV

TV

TV

TV

TV

TV

TV

Radio-AM

Radio-AM

Radio-AM

Radio-AM

Radio-FM

Radio-FM

Radio-FM

FAX

VHF

VHF

VHF

UHF

UHF

UHF

UHF

MF

HF

MF

HF

VHF

VHF

VHF

UHF

30

70

110

3O

70

110

110

110

110

30

30

3O

110

180

15

250 360/10

200 360/10

150 360/10

250 360/10

200 360/10

150 360/10

150 Fixed

200 360/10

200 360/10

300 360/10

400 360/10

200 360/10

200 Fixed

50 360/10

200 360/10

Total: 20
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Table 3. Receivers

Band Receiver Subbantds Number

MF

MF/HF

HF

HF/VHF

HF/VHF

VHF

VHF

VHF

VHF/UHF

VHF

VHF]UHF

UHF

UHF

UHF

UHF

UHF/SHF

1/2

3/4

4/5

5/6

3/4/5/6

718

8/9

9/10

10/11

7/8/9/10

8/9/10/11

12/13

13/14

14/15

12/13/14/15

14/15/16/16

Table 4. Subband Description

ID Number Frequency Allocation

1

2

3

4

5

6

7

8

9

10

11

13

13

14

15

16

17

300 - 1600 KHz

16,00 - 3000 KHz

3 - 6 MHz

6 - 20 MHz

20 - 45 MHz

45 - 55 MHz

55 - 65 MHz

65 - 100 MHz

100 - 160 MHz

160 - 200 MHz

200 - 300 MHz

300 - 500 MHz

500 - 700 MHz

7(30 - 900 MHz

9(?0 - 1200 MHz

12(70 - 2400 MHz

2400 - 3400 MHz
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Table 5. Processors

Type Number Processing Volume

Equipment

Recorder 6 1

Relay 8 8

Translators

French

German

Spanish

Dutch

4 1 - Detail

2- Summary
6 1 - Detail

2- Summary
2 1 - Detail

2- Summary
1 1 - Detail

2- Summary

6.0 Alerts

The FBIS secnario will also be used to test how OMP responds to changing conditions.

This is accomplished by submitting "alerts" to OMP. An alert is a high-priority task that is

submitted to OMP during the execution of the schedule. This task is to be quickly added to the

existing schedule. The FBIS scenario will contain about 50 alerts scattered over an eight-hour
shift.
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1.0 INTRODUCTION

TheArtificial Intelligence(AI) groupof theJetPropulsionLaboratory(JPL)will conduct
researchfor theCentralIntelligenceAgency'sOfficeof ResearchandDevelopment(ORD)on
AI contributionsto resourceallocationproblems.Thestudyshallbegearedtowardthe
schedulingprocessof theForeignBroadcastInformationService(FBIS). Consistingof
antennas,receivers,andprocessors,theFBISis thesystemresponsiblefor theoptimal collection
anddisseminationof foreignbroadcasts.To date,theprocessof FBISschedulinghasbeen
performedmanuallyandby operationsresearch(OR)methods.Attemptsto improvethe
schedulingprocesswith classicalmethodshavenotbeencompletelysuccessful.Hence,by
introducingAI techniques,weshall investigatetheFBISproblemfrom anewperspective.This
effort is calledtheOperationsMissionPlanner(OMP)

TheResearchPlanconsistsof severalsections.After identifying importantissuesof the
FBIS schedulingin thePROBLEMDESCRIPTION,weoutlinetheBACKGROUND of AI
planningandOR,whichhasfocuseduponasimilarproblemscenario.TheAPPROACHsection
focuseson newwaysto handleFBISplanning. Heretheconceptsandimplementationideas
behindminimal disruptionareaddressed.TheTOOLSsectiongivesabrief overviewof the
existingAI softwarepoolat JPL. ThentheSTUDIESsectionidentifiesthecategoriesof studies
to beconductedin supportof research.Theprevioussectionswill besynthesizedin aschedule,
andachartwill identify theaccomplishmentmilestones,reviews,andprototypedeliverydate.

Thecentralissuein resourceallocationisplanning. TheFBIS is aflexible operation
whichpossessesthecapabilityto monitormanybroadcastsefficiently. Planningbecomesa
critical issueastheFBIS becomesanoversubscribedsystemin adynamicallychangingworld.
In orderto beeffective,FBISmustbeableto respondquickly andefficiently to anychangesthat
arise.

A schedulingsystemfor theFBISmustmeetthreemajorrequirements.It mustrespond
to changesin atimely manner,it mustmaximizecollectioncoverage,andin doing theabove,it
mustminimize thedisruptionof ongoingcollectionefforts. While meetingtheserequirements,
theschedulermustcopewith theflexibility of theFBIS. To the scheduler, this flexibility means

dealing with an astronomical number of possibilities.

A classic way to deal with the scheduling problem is to break the problem down into

planning levels. First, a high-level schedule is created. For example, the monitoring tasks are

assigned to the different bureaus. Then a detailed schedule is built from the high-level schedule,

i.e., an expanded schedule is made for each bureau. The main drawback of this approach is the

difficulty of shifting tasks among bureaus if the shifting becomes advantageous during low-level

planning or shifting becomes necessary due to changes in the state of the world. The ability of

the FBIS to cover a maximum number of targets would be lost in this case, and one could no

longer capitalize on the FBIS's flexibility to adapt to the changing circumstances.

There are trade-offs between timeliness and disruption of the network, depending on how

new goals are introduced into the system. Computerized systems are usually timely but result in
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significantdisruptionof theschedule.Handeditingis rninimallydisruptivebutrequiresmuch
moreeffort andtime.

Our approachwill be to combinetheknowledgerepresentations,datarepresentations,
andproblemsolving from Artificial Intelligencewith theheuristicsandmathematicaltechniques
from OperationsResearch.This hybridsystemwill usesophisticatedmethodswhich are
minimally disruptiveto enablea maximumnumberof broadcaststo bemonitored. We will use
advancedheuristicsto limit thenumberof schedulingpossibilitiessothata solutioncanbefound
in a timelymanner.

Theresultof thishybrid systemwill beanincrea:_ein thecollectionof broadcastmaterial.
Thiswill beaccomplishedby efficiently employingtheresourcesof theFBIS, minimizingthe
disruptionto thenetwork,andmodelingstatesof theresourcessothatnosurprisesoccur. The
FBIS will thenbeableto adaptefficiently to changingconditions.Reassigningtasksto different
bureausto increaseresourceutilization will becomeamorefeasibleoptionunderthenew
planner.Theneteffectwill bethemoreproductiveoperationof theForeignBroadcast
InformationService.

2.0 PROBLEMDESCRIPTION

Theproblemdescriptionis brokeninto two components.Thefirst partwill discussthe
detailedrequirementsof theFBISresourceallocationtask. Thesecondparthighlightsthe
conceptualproblemsinherentin theresourceallocationtask.

2.1 FBIS's DetailedProblems

TheOperationsMissionPlannerwill efficiently allocatetheresourcesof theFBIS. To
accomplishthisallocation, OMPmustconsiderthebroadcasts,bureaus,resources,andthe
changingconditionsof theworld.

The OMPwill first decide which bureaucanbestbeusedto coveragivenbroadcast.
Onceassignedto a bureau,thebroadcastwill beallocatedanantenna-receiver-processor
combination. TheOMPwill maketheseassignmentsin amannerwhich causestheleast
disruptionto theschedule.

For eachbureau,thereis auniquesetof antennas,:receivers,andprocessors.These
resourceshavedifferent characteristics.Thus,theOMPwill haveto matchthefrequencyof the
broadcastto thefrequencycoverageof theantennaandthe'.receiver. Therelativepositionand
strengthof thebroadcastwill determinethedirectionalityandthesensitivityrequiredfrom the
antennaandthereceiver. Otherresources,suchashumantranscribersandrelaycapabilities,will
bematchedto therequirementsof thebroadcast.OMPwill juggle theseresourcesto obtaina
schedulethatmaximizesthecoverageof thehigh-priority broadcasts.

TheOMPwill produceplanscoveringtheregularscheduledbroadcasts.Whenan
unanticipated,high-priority broadcastoccurs,OMPwill quickly assignthebroadcastto abureau
andallocatetheresourcesneededto monitorthebroadcast.If thecoverageof thehigh-priority
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broadcastis in doubt(e.g.,becausethesignal-to-noiseratio for theavailableantennaandreceiver
is too low), thentheOMPmaydecideto assignthebroadcastto morethanonebureauto ensure
completecoverageof thecritical broadcast.Theseallocationsmustbedonein amannerto
minimize thedisruptionto theongoingtasksof thebureau.

Not only dooccurrencesof unanticipatedbroadcastsimpacttheschedule,but alsothere
areanomalousconditionsto consider.Thesewill includeweather,jamming,andsunspots,
whichcanincreasethedifficulty of receivingabroadcast.Otherconditions,suchasequipment
failures,alsoimpacttheability of thebureausto carryout thecurrentschedule.Theseanomalies
will causetheOMPto dynamicallyreschedulethemonitoringof broadcasts.

Besidesassigningbroadcaststo bureausandallocatingtheresourcesat thebureaus,the
OMP will tracktheimportantstatesof theFBIS'sresources.Forexample,theOMP will track
how manytimesthecablesarewrappedaroundthevariousantennas.In anotherexample,during
anemergencybroadcast,anantenna,A108,is preemptedfrom its regularschedule.TheOMP
will checkto seeif antennaA108 canperformthereassignment.Assumingthat this is possible,
OMPwill thencheckto seeif thereassignmentwill causeproblemsaftertheantennais returned
to its regularschedule.OMPthennoticesthat,duringaregularscheduledtask,afterthe
emergencybroadcastis over,antennaA108will overextendits cableswhile repositioningfrom
oneregularbroadcastto thenext. Thisoverextensionwascausedby themovementof the
antennaduring theemergencybroadcast.OMPwill thenaddto thescheduleadditional
movementto unwrapthecablebeforetheoverextensionoccurs.OMPthennoticesthatthe
unwrappingmustoccurafterantennaA125hasfinishedits fifth taskandhasbeenrepositioned
for its sixth taskof theday. Otherwisethetwo antennaswill collide. All checkingfor the
schedulewill beperformedin atotally automaticfashion.

TheFBIS is anoversubscribedsystem.This meansthatnotall thedesiredbroadcastscan
bemonitored.TheOMP systemwill decidewhichbroadcastsshouldbedroppedfrom the
schedule.In doingthis, OMPwill considertheAgencydirectivesandpriorities for thecoverage
of broadcastmaterial. While trying to maximizethecoverageof broadcastsaccordingto the
above,OMPmustalsoreserveenoughresourcesto allow thesearchoperatorstheflexibility they
needto perform their duties.

2.2 ConceptualProblems

In thissectionwewill presentascenariowhich highlightssomeof theproblemsinherent
in theFBIS planningtask. It will introduceandillustrateseveralconceptswhich will form the
coreof our researcheffort: exhaustiveandheuristicsearch,nervousandnon-nervousscheduling,
multipleperspectivescheduling,reactivevs long-rangeplanning,andusermodificationof
schedules.

It is 0800 at the Paris FBIS bureau. The operation plan for a new

shift is beginning. The working antennas have been positioned to

monitor their assigned broadcasts. One set of the medium-gain

receivers is scheduled for periodic preventive maintenance. The
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bureau chief has completed the personnel schedule based on the

operation plan for the day.

At 0805 Flight 457 out of Paris is hijacked to Iran. Monitoring the

hijacked plane becomes the top priority for all bureaus. An

updated plan is needed at 0805:01.

This type of planning can be viewed as classical job-shop scheduling. Job-shop

scheduling is a well-studied field in mathematics. There are several known procedures that can

find an optimal solution to this type of scheduling problem, but the trade-off is the amount of

time that it takes to calculate an optimal solution.

Finding an optimal solution to a problem that is twice the size of another problem takes

much longer than twice the time. For example, JPL's AI scheduler called DEVISER [1] takes

about 10 minutes to run a small subset of the Voyager spacecraft scheduling problem. When a

single new constraint is added, the computer time needed to solve the problem expands to

between 4 and 14 centuries. This increase in time is due to the growth of the number of states

that must be examined in order to find a solution. This explosive growth in the search space is

known as combinatorial complexity.

A solution to the job-shop scheduling problem is not simple. Most real-world examples

of job-shop scheduling are so large that optimal solutions may never be found. In fact, real-

world examples usually have additional complexities, such as equipment failure and preemption

of activities, which further complicate the scheduling problem.

The fundamental trade-off that we plan to use for this problem can be found in techniques

from both AI and OR research [3]. The trade-off is to swap optimality for speed. Near-optimal

solutions can be found by using planning heuristics. These heuristics, or rules of thumb, can be

derived from human expert schedulers who have learned through experience how to quickly

resolve certain situations that arise during plan construction. These heuristics can be used to

limit the search space of the scheduler and thus reduce the time it takes to find a near-optimal

solution.

The knowledge representations found in AI offer many opportunities to incorporate

planning heuristics. The more effective planning heuristics are found in OR. It is hoped that, by

combining these techniques, near-optimal solutions can be: obtained in a reasonable amount of
time.

At 0815 a new schedule is received from headquarters. This near-

optimal plan includes coverage of the hijacking of flight 457 out of

Paris. The bureau chief examines the new schedule. Flight 457 is

to be monitored by a receiver that was previously assigned to

cover a regularly scheduled news broadcast. A medium-gain

receiver that was previously assigned for preventive maintenance

is being reassigned to the task of covering the news broadcast.

The bureau chief wonders" why the medium-gain receiver was not
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just assigned directly to Flight 457. It is identical to the one that

was being used to monitor the regularly scheduled news broadcast.

Why does the planner at headquarters insist on making life more

difficult then it has to be ?

The automatic planner at headquarters does not mean to make life more difficult. It just

does not know any better. The automatic planner takes a set of goals and resources from which it

generates a near-optimal schedule. When it assigns a receiver from a set of identical receivers it

simply picks the first one in the list. Why not? They are all the same.

As the bureau chief walks down the hall, he continues to examine

the new schedule. When he is just outside his office, he notices that

not only has one medium-gain receiver been pulled off preventive

maintenance, but all the medium-gain receivers were pulled off

and assigned to other tasks. Instead of the medium-gain receivers

being serviced, the new plan calls for a set of small-gain receivers

to be serviced. This means that the bureau chief needs to

reallocate the experts he has assigned for medium-gain receiver

maintenance and replace some of them with his experts on the new

small-gain receivers.

The automatic planner tries to optimize the plan to the best of its ability. It knows that it

is better to do preventive maintenance on pieces of the same type of equipment at one time.

When it has to assign an extra medium-gain receiver for monitoring the hijacking, the optimal set

for maintenance becomes the small-gain receivers. The automatic planner has no idea what the

plan was before the hijacking. It is constructing a new plan from scratch. Any small change in

requests or resources may lead it to an entirely different solution.

In production management this is known as "nervous scheduling"[4]. Whenever the

master planner is rerun to take into account changes in the goals or the resources, the new master

plan is very different from the original. The philosophy that causes this is that "replanning is just
planning again." This ignores the fact that the master plan is not an end unto itself. It is an

integral part of a larger system. The master plan is an input into many other processes, such as

the detailed implementation plan for which the bureau chief is responsible. The master plan

usually goes through several reviews to check on its acceptability. Any change to the master

plan causes additional work for the system as a whole to adapt to the new plan. The larger the

change, the more work necessary to implement the new plan.

To solve this problem the planner must use the old plan as part of the planner's input.

The planner must be able to iteratively modify an old schedule instead of constructing a new

plan. Such a planner would have the additional advantage of being able to plan for new goals

without the work of replanning for all the old goals. This should speed up the planner's reaction
time.

Unlike the above example, sometimes several changes must be made to an existing plan

in order to add a new goal. It may be necessary to bump receivers from one assignment to
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another.Theplanner,however,cannotsimplytry all thepossiblereassignments.Thisproblem
is combinatoriallyexplosive.Theplannerwill needtorely on "plan surgeryheuristics"to
controlthesearchof planmodifications.

Oneapproachis"multiple perspectivescheduling"[5].Insteadof just focusingon the
constraintsof thegoals,theplannercanfocuson theresourcebottlenecks.Manyof the
traditionalplanningheuristicsarebasedon thisconcept.Becauseeachplancanhavedifferent
bottlenecksat differenttimes,theplannermustpredictwherethebottleneckswill occur. Two
newproductionORplanners[6,7]accomplishthisby first creatinga preplanbeforethemain
plannerruns. Thepreplannersketchesout theplansothattheresourcebottleneckscanbe
identified. Theinformationof theresourcebottlenecksis usedby thesecond,moresophisticated
plannerto focusthesearch.Boththeseplanners,howew:r,still havetheproblemof nervous
scheduling.

Our approachwill beto extendthis two-passtechnique.Insteadof creatinganinitial plan
sketch,theplannerwill usetheoriginalplan. Thenewgoalswill beoverlaidon theold planand
theconflictsidentified. This overloadedplanwill thenbeusedto find theresourcebottlenecks.
Theknowledgeof theconflictsandtheresourcebottleneckswill beusedto focustheplan
surgeryheuristics. After themajorconflictsof thenewschedulehavebeeneliminated,the
plannerwill repeatthisapproachon theminorconflicts.

Despite all the problems, the monitoring 6f the hijacking went well.

As the day is ending, one of the high-gain receivers burns out. Not

much coverage is lost, but the replacement will take about 2

months. The planner at headquarters needs to be notified. What

the bureau chief hopes for is a new schedule that is much like the

current one for the next week. However, beyond a week's time

span the bureau chief would expect the planner to produce a

schedule that optimizes for the loss instead of trying to stay very

close to the current schedule.

This reflects the different expectations of reactive vs long-range planning. Reactive

planning has to stay closer to the original schedule in order to let the organization adapt to the

changes. It has to plan down to exact details. It must be capable of responding in a short time

period. Fortunately, only the immediate future must be handled by the reactive planner.

In long-range planning, nervous planning is not so large a problem. The long-range plans

are used to study basic capacity needs. The exact details are not necessary. However, the long-

range planning does have to consider all the goals in the foreseeable future.

Actually, planning cannot be simply split into reactive and long-range planning. The

range of planning styles between these extremes is a continuum. The planner must adjust its

planning strategy in a more continuous manner. Ideally it would exhibit a large range of

planning strategies so it could adapt to the current situation.
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Early in the morning the Los Angeles bureau chief is awakened

with a big shock. It measures about 8.2 on the Richter scale.

The central planner should note that this causes a very large change in the available

resources. It does not make much sense to try to save the original plan. It is now time for some

massive short-term planning. The strategy shifts to one of moving the high-priority tasks to

other bureaus. For the bureaus that pick up the bulk of the load, the strategy is to cancel the

lower priority goals to make room for the additional work load.

While a totally automatic planner is an attractive concept, the ability to hand-edit the

schedule is still a necessity. The human in charge of the schedule may decide to make small

changes to the schedule. This usually reflects a detailed knowledge about desirability of

different scheduling compromises. When two goals are in direct conflict, the compromise

between them may become political. The principals behind both of the goals may form a

compromise that is not quite the one that the automatic planner suggested. Also, of course, the

human may notice an improvement to the schedule that the automatic planner missed.

The planner should be able to modify the plan after a human has done some modification

to the plan. However, the automatic planner should not simply restore the old plan, undoing

what the human has just accomplished. The Plan-It system [8] allows the user to freeze any

activity on the schedule so that the automatic planner cannot adjust it. In future planners a more

intelligent approach is desirable. The user would be able to indicate to the planner either the

conditions on which the editing depends or the desirability of maintaining the edited part of the

schedule. The planner would then know when it is safe to change the involved activities, or just

how desperate it needs to be before it tries to change this part of the schedule.

In summary, the issues of heuristics, non-nervous scheduling, and user modification of

schedules are central to the development of an automated FBIS scheduler. These issues are all

interrelated. The basic approach of the OMP is to integrate advanced representations with

heuristics to control the search for new plans.

3.0 BACKGROUND DISCUSSION

In this section we describe previous work in automated planning. Emphasized are those

planners which deal with issues relevant to the FBIS problem. These issues include reasoning

about time, dynamic replanning, resource-focused scheduling, and resource conflict.

The automatic construction of plans to achieve goals has long been an area of interest in

AI. Many programs have been written to explore different aspects of the planning problem.

STRIPS [9], one of the earliest AI planners, laid the foundation for a host of AI planning

research. Since then, research has addressed a variety of scheduling problems for different

applications. Tate gives a historical survey of these AI planners in his paper on knowledge-based

planning techniques [10].
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Thebasiccomponentsof ageneral-purposelogicalplannerincludeareasoningengine
andaknowledgebase.Thereasoningengineis aprogramthatmanipulatesfactsin a given
domain. Theknowledgebasecontainsdescriptionsof possiblestepsto beusedin theplans.

Theplannertakesasinput adescriptionof theinitial stateof theworld andadescription
of thegoals(partialspecificationsof desiredintermediate,andfinal statesof theworld). Given
theinitial state,goals,andknowledgebaseof possiblesteps,theplannerchoosesstepswhich,if
executed,wouldresult in achievementof thegoals. The:sameplanningenginecanbeappliedto
differentproblemdomains,givendifferentknowledgebases.

3.1 ReasoningAboutTime

Someexamplesof general-purposelogicalplannersareNOAH [11],NONLIN [12], and

DEVISER, which was developed at JPL. These planners are categorized as nonlinear, which

means that they attempt to plan activities in parallel and order activities sequentially only when

such ordering is necessary. Such a planner must know what facts in each part of its tentative

plan are required to hold true to enable the execution of steps in other parts and must know the

times at which facts become true or become false. NOAH was the first nonlinear planner, and

NONLIN and DEVISER implemented capabilities for dealing with more aspects of the changes
of facts over time.

FORBIN [13] is another general-purpose planner. It resulted from an attempt to combine

many AI planning approaches into one planner. It also reasons about time. FORBIN uses the

Time Map Manager [14] to store facts and partial knowledge about the times at which the facts

hold. The Time Map Manager is a separate program that is meant to be incorporated in different

expert systems.

3.2 Dynamic Replanning

One assumption that is often made about the application of an automatic planner is that it

will be used in situations in which the goals and possible actions are stable. The planner is given

a set of goals and generates a plan to achieve them. It is assumed that execution of this plan does

not interfere with execution of any plan that was or will be constructed to achieve another set of

goals.

In more hectic domains, including the FBIS problem, new goals are added at random

times, even during the execution of existing plans. In this case, contrary to the assumption of

goal stability, the planner, human or mechanical, must replan so as to achieve the new goals,

beginning with the state of the world as it is at some stage of partial execution of the existing

plan. The planner must decide what parts of the existing plan will persist in the new plan and

what will be deleted or changed. The SWITCH/Runaround program was developed at JPL to

replan in just such a situation [15]. It replans nervously, preserving only those parts of the old

plan that could not possibly be changed and replanning everything else from scratch.

More difficult than the problem of dynamic replanning for changing goals is that of

dynamic replanning in the face of dynamic changes to the state of the world and to the
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capabilitiesof theexecutorsof theplans. Werefer to thiskind of replanningasdiscrepancy
replanning,becauseit mustbedonewhenthereis adiscrepancybetweenthestateof theworld
predictedby theexistingplan andthestateof theworld asit is observed.In theFBISproblem,
discrepanciesmight includeequipmentfailure,personnelabsence,andchangesof broadcast
schedulesatthe sources.

Anotherautomaticplannerwith replanningcapabilityis Wilkins's SIPE[16, 17]. SIPE

does some discrepancy replanning: It can replan to recover from execution errors. Its replanning

is likely to be less nervous than SWITCH/Runaround's because it replans by modifying,

deleting, and rearranging individual steps of the existing plan. We refer to such alterations as

plan surgery.

3.3 Resource-Focused Scheduling

Reasoning about resources can be effective in directing a planner. The ISIS program [18]

provided a rich set of constraint representations for the job-shop scheduling domain. While ISIS

used a form of constraint satisfying, it did not make use of resource-focused scheduling. The

OPIS project tries to combine the ISIS approach and resource-focused scheduling. The planner

first tries to identify the resource bottlenecks and use this information to focus the search. The

OPIS project claims a significant improvement over the ISIS system.

At JPL, the Plan-It program developed representations for resources. These resources

were modeled after the mission timelines used for Voyager spacecraft scheduling. RALPH is a

heuristic OR planner that is being developed at JPL to do the scheduling of the Deep Space
Network (DSN). The DSN is a collection of antennas that are used to communicate with NASA

deep space probes. RALPH is a two-pass scheduler whose first pass does a heuristic allocation

and whose second pass is a dynamic programming routine. The first pass produces a resource

likelihood profile that is used by the second pass.

3.4 Resource Conflict

In the FBIS domain, a typical set of goals for a plan will contain more goals than can be

satisfied with the available resources. A program to solve planning problems of this kind should

produce a plan for achieving at least some of the goals. It should aim to produce a plan that

maximizes the number of goals achieved, or some other measure of degree of satisfaction of the

goals, even though it fails to satisfy the set of goals completely. SWITCH/Runaround can skip
goals [a9].

Instead of deleting goals to "solve" a planning problem in which not all goals can be

achieved, the planner might return one or more inconsistent plans which "achieve" all the goals

by overloading resources. People in authority could then see which goals were conflicting with

one another and decide which ones to delete. Plan-It has the ability to develop, modify, and

return plans which include resource oversubscriptions.
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3.5 Conclusion

Reasoningabouttime,dynamicreplanning,resource-focusedscheduling,andresource
conflict areimportantissuesto considerin thedesignof theautomatedOMP. Eachissuehas
beenat leastpartiallyaddressedby previousautomatedplanners.

4.0 APPROACH

To accommodatetheneedfor anon-nervousscheduler,weshallimplementaspecial-
purposeplannerthatconcentrateson theFBISproblem. Theplannerwill useatechniquecalled
plansurgery.Severalresearchissuesstemfrom thisapproach.Representation,operation
heuristics,tacticalcontrolanduserinterfacewill beexamined.We will build aplansurgery
softwareprototypeto serveasatestbedfor investigatingthesequestions.The specificfeatures
whichweexpectour research-and-developmenteffort to enableare:

(1)

(2)

PlanSurgery
(a) OperationHeuristics
(b) GoalRepresentation
(c) TacticalControl
DirectTranslationInterface

Plansurgeryis theactof performingoperationsona planin orderto addsmallchanges
withoutprovokinga largedisruptionof theoverall schedule.In brief, theapproachwill let the
replanningbeginbyenteringthedesiredgoalchangeinto theplan. Theiterativereplanner
procedurewill first producea suboptimalandinconsistentplan. As replanningproceeds,plan
surgerywill changetheplanuntil it becomesconsistentandnearoptimal. Guidelinesof iterative
replanningwill comefrom a setof operativeheuristics.

ManyplannerssuchasDEVISERandSWITCH haveavery limited repertoireof surgical
operations.Theyoftenencountersituationsin which aseeminglysmallchangeto theplan
requiresatremendouseffort on thepartof theplanner,or is utterlybeyondtheplanner'sability.
Forexample,if theexistingplanalreadyspecifiesthepositionof anantennaat0200hoursanda
movefrom thatpositionto anotherfor 0400,SWITCHprobablycouldnot insertamoveto
anotherpositionat 0300. Thereasonfor this is that SWITCH'srepresentationof theactof
movingto the0400positionwouldalreadyrequirethatmoveto startfrom the0200position,and
amoveto anotherpositionat0300wouldviolatethatrequirement.SWITCH hasnoeasyway to
disconnectthe0400movefrom onestartingpositionandreconnectit to theother. A planner
with moresurgicaloperationswouldbeableto insertan intermediatemove.

Thisapproachrequiresanextensiverepertoireof surgicaloperations,control heuristics,
knowledgebaseandproperrepresentation.We will discusseachof thesein detail.

4.1 Representation

We mustfirst examinetherepresentationsnecessaryto supporttheplansurgery
approach.We wantto representplansin amannerthat will makeplansurgeryoperationseasyto
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implement. (Of course,therepresentationmustalsocaptureall theessentialnuancesof the
problemdomain.) We will takeadvantageof thenatureof theproblemdomainto build thisplan
representation.It will reflect thenatureof changepropagationlinks (or couplings)andgoals.

To understandhow achangepropagatesthroughouttheschedule,wewill definealinking
system.Thelink typesfall into two categories,loosecouplingsandtight couplings. Oneuseful
aspectof theproblemdomainis thatmanyactivitiesarelooselycoupled,i.e., achangeto one
activity doesnotnecessarilyhavealarge-scaleeffecton therestof theplan. For example,if the
goal thatled to planningto havetheantennain acertainorientationat 0200is deletedand
replacedby a goalrequiringadifferentorientation,it doesnot invalidatethemoveto the0400
position;it only meansthatthemovestartsfrom adifferent startingposition. We will categorize
different typesof loosecouplingsthatexist in thisproblemandimplementplansurgery
operationsfor eachtype.

Themechanismof theloosecouplingcorrespondsto theresourcesin theproblem. For
example,thegoalsin theaboveexample,of receptionsat 0200and0400,interactwith eachother
becausetheysharethesameantenna.Achievementof thefirst goalleavestheantennapointedin
onedirection. Theplannermustincludearedirectionof theantennafor the0400goal. The
loosecouplingcanbedescribedin termsof allocationof theantennaasaresource.Our
approachwill beto coverall the loosecouplingsin termsof theresources.

Tight couplings,on theotherhand,arerelationshipswhich causealarge-scaleanddirect
effecton therestof theactivity. Therearesometight couplingsevidentat somelevelsof detail
in theplan. Typically, anactivity of receivingabroadcastwill expandinto stepsof setup,
reception,andteardown.Thesestepsaretightly coupled. If thestarttimeof onestepchanges,
thenin a singleplanningoperation,thestartandfinish timesof all stepsshouldbeupdated.This
will beimplementedby aclassicalconstraint-propagationmethod,suchasthatfoundin ISIS,
MOLGEN [20,21],or theTimeMapManager.

4.2 GoalRepresentation

Now weconsiderthegoalrepresentation.Theplanwill be initializedby translatingthe
goalsinto demandsonresources.Thereplanningprocessconsistsof two steps:

(1)
(2)

GoalTranslationinto Resources
ResourceManagement

A goalof coveringabroadcastwill be turnedintoa sequenceof stepsandresource
demandsby aprocessof goalexpansionsimilar to thatof FORBIN. Forinstance,a goal
requiringahumanto monitor abroadcastwill expandinto stepsof setupandlistening. At
almostthesametimeastheexpansion,anantenna,receiver,andoperatorwill bechosenfor this
monitoringtask.

It will mostlikely bethecasethat,aftergoalexpansion,theplanwill be inconsistentin
someway. Forinstance,someresource,suchasaspecificantenna,will havebecome
oversubscribed,requiredto point to morethanonesourceat atimeor to beundergoing
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reorientationat thesametimethatit is supposedto befixedon somesource.After thisgoal
translation,therewill follow areassignmentprocess.In suchacase,plansurgeryoperationswill
be usedto reassignsomeactivity to anotherantennaor to makeamoredrasticadjustment,such
asdroppingsomeactivityentirelyalongwith its correspondinggoal.

4.3 OperationHeuristics

Next, wemustexaminehowto operateon theabovedefinedrepresentation.The
sequenceof activity manipulationisconsidered.Plansurgeryoperationsprovidetheplanner's
capabilityto makesmall(aswell aslarge)changesto the'.plan. Theplannermustalsohavea
control structurethatexaminesthepartially constructedplananddecideswhatchangeto make
next,i.e.,whatoperationshouldbeappliedto whatpartof theplan. For example,if theplan
showsthatall antennaswouldbeoversubscribedat some,time,onepossiblechangeis to startto
deleteactivitiesfrom theplan. Anotherpossiblechangemightbeto try to reassignsome
activitiesto differentantennassoasto savesomesetuptime onsomeantennaandusethat
antennafor receptionduringthefreedtime. Thissequenceof activity manipulationtranslatesto
a setof operationheuristics.We will discussthesearchheuristicsthatconfinethesearchspace
anddomain-specificheuristicsthatconcentrateon theFI3ISproblem. Bothsetswill concentrate
onoptimality andavoidendlessloop situations.Belowwediscusstheseheuristicsandtheir
implementationconcepts.

Becauseseveraloperationsmightbeapplicableto theplanat thesamestage,it is
necessaryto decidewhichoneto try first. Theproblemof plansurgerybecomesa search
problemandcanevenbeapproachedasanexhaustivesearchproblem. Whensearchingamong
multiple alternativeoperations,it is desirableto try first theonethatis mostlikely to leadto
success.In otherwords,eachchoiceof aplansurgeryoperationshouldbemadeaccordingto
someplansurgeryheuristic.

We will implementseveralsetsof plansurgeryhe,uristicsto controltheactionof plan
surgeryoperations.Different setswill beactiveatdifferent timesduringplangeneration.Some
setsmaybecomposedof heuristicsthatfavoroperationsthatleadto a solutionquickly. Among
theoperationsmostconduciveto fastplangenerationarethosethatdeletegoalsandactivities.
Othersetsof heuristicsmaybecomposedof heuristicsthattendto leadto optimalplans. The
heuristicsin thesesetswould tendnot to favoroperationsthatdeletegoals. Othersetsof
heuristicsmayfavoroperationsthatmakechangesthatareleastnervous.

We will determineandemploydomain-specificheuristicsaswell asmoregeneral-
purposeones.Oneheuristicthatappliesto awiderangeof resourceallocationproblemsis that
of makingaroughscheduleto determinetheresourcebottlenecksandlettingthemdrive the
refinementof theschedule.SomeplannersthatusethisprocedureareOPTandRALPH.

In thefirst stageof development,theheuristicswill besimilar to standard"If (situation)
then(action)"rules. In thefuture,ORroutinesmaybeincludedasheuristics.
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It is easyto imagineanaiveplansurgerycontrolthatwould enteraninfinite loopof
repetitionsof thesameoperations.For example,it is reasonableto expectthatsomewherein the
setsof heuristicstherewould betwo heuristics,suchasthefollowing:

IF someresourceis oversubscribedatsometime,
THEN chooseoneof theactivitiesusingthatresourceat thattime anddelete

thegoalwhichexpandedinto thatactivity.

If theplan is consistent,AND if somegoalshavebeendeleted,
THEN selectadeletedgoalandtry to restoreit to theplan.

(Thefirst of theseheuristicswouldbeusedto reduceinconsistencyin aplanunderconstruction.
Thesecondwouldbeusedto increaseoptimality,i.e., to increasethenumberof goalsachieved.)
Considera planthatis almostconsistent,but in whichjust oneactivity oversubscribesone
resource.In thiscasethefirst heuristicmightbeapplied.Thenonegoalwouldbedeletedand
theplanwould becomeconsistent.Thenthesecondheuristicmightbeapplied,restoringthe
prior situationin which oneresourceisoversubscribedby oneactivity. Thenthefirst heuristic
mightbeappliedagain,restoringthesecondsituationin which theplanis consistentandthereis
adeletedgoal. Thenthesecondheuristicmightbeappliedagain.We haveanendlessloop.
Unlesssomethingeventuallyinterruptedtheplanner,it woulddeleteandrestorethesamegoal
repeatedly.We will maketheplannercontrolsmartenoughto interruptitself outof anyinfinite
loops,including thosethataremuchmoresubtlethantheabovetwo-steploop.

Thecriteriaby which theplannerdecidesthatit maybe in aninfinite loop will, of
necessity,beover-conservative.It is well-knownthatthereis nogeneraltest,applicableto every
computerprogramandchoiceof datavalues,for determiningwhetherthegivenprogramwill
halt or cycle forever(see,for example,[22]). In claiming that the planner will interrupt itself out

of any infinite loops, we are not claiming that we will have solved the halting problem.

The conservative test for infinite looping will interrupt some searches that take a long

time. It will provide some control over the amount of time that the planner runs and some

control over the extent of changes the planner makes to the existing plan. However, it may

prevent the planner from finding some consistent plans, possibly including the optimal plan.

Plan surgery, properly implemented, will contribute to the planner's ability to provide

near-optimal schedules in a timely fashion, as well as enable non-nervous replanning. The

ability to make small changes to the plan with small effort can greatly speed up the search for

optimal plans, if the changes are chosen carefully. On the other hand, the more surgery

operations the planner has available, the more redundant paths there are through the search space.

So, if the changes are not chosen carefully, increased plan surgery capability can actually make

the search take longer. The secret to success is in the control.

4.4 Tactical Control

We now further consider how to confine the search space. The plan surgery operations

can modify any facet of the plan. They can intelligently update the plan data base and notify the
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systemof anyresourceor constraintviolations. Theplumsurgeryheuristicscaninvokethese
plansurgeryoperations.Theplansurgeryheuristicsare',domain-specifictricksthat canbeused
to tweaktheplan. Theheuristicsareminiaturesearches,usingAI or OR techniques.Thereare
alsopatternmatchersthatidentify theresourcebottlenecks.This informationwill beusedto
focustheplan surgeryheuristics.Theseareall ingredientsof tacticalcontrol. This tactical
controlwill triggerandsetup thefocusfor theplansurgeryheuristics.Below, weexaminethe
facetsbehindtacticalcontrolto avoidendlessloops,to confinethesearchspace,andto allow
fine tuning.

Thetacticalcontrolembodiestheschedulingmetaknowledge.This will includethe
controllogic thatcausestheplannerto focusfirst on theresourcebottlenecks.If thescheduleis
oversubscribed,thismetaknowledgewill triggertheheuristicsthatdeletelow-priority goals. If
thisdoesnot sufficientlyreducethelevelof oversubscriptionof theresources,thenit will delete
someof thehigherpriority goals. This typeof planningmetaknowledgewill reducethesearch
spaceof theplannerandthushelpto increaseits speed.

Thetacticalcontrol mustalsowatchovertheexecutionof theplansurgeryheuristics.
Sincetheseheuristicsarealargecollectionof domain-specificstrategies,it is almostimpossible
tokeepthemfrom gettinginto endlessloops. In aproblemthatseemsalmostsolvable,theplan
surgeryheuristicsmayjust keeptrying to fix theproblem. Thiscouldresultin oneof two
problems.Oneis theproblemof gettingstuckin anendllessloop. Theclassicaltechniquefor
solving thisproblemis to introducearigoroussearchstrategy.But suchastrategywoulddefeat
thepowerof havingalargesetof differing plansurgeryheuristics.

Anotherproblemthat theplansurgeryheuristics,vangetinto is to slowly keepexpanding
theareaof theschedulethattheyareworkingon. This will leadtheplannerbackinto nervous
scheduling.Thetacticalcontrol will
surgeryheuristicscouldsuggestthat
currentsearchfails to find a solution

setboundariesfor theplansurgerystrategy.Theplan
thetacticalcontrole,xpandtheareaof thesearch.If the
to thecurrentproblem,thenthetacticalcontrolcoulduse

thesesuggestionsin orderto expandtheareaof thesearch.Or, thetacticalcontrolcoulddecide
thatthis wouldeithercausetoogreatachangein thescheduleor simplytaketoo long. In this
casethetacticalcontrolwouldeithertriggera setof morepowerfulbut lessthanoptimalplan
surgeryheuristicsor simplyabandonthecurrentgoal. Abandoningthecurrentgoal is really just
averypowerful butnotanoptimalheuristic.

Oncethetacticalcontrol is in place,it shouldoffer otheradvantages.A majoradvantage
will be fine-tuningthecontrolof theplan surgeryheuristics.For example,supposethat thereis a
setof plansurgeryheuristicsthatperformadynamicprogrammingoptimizationonmatchingup
thereceiversandantennasto thesetof targetedbroadcasts.It is noticedthat,if theheuristic
spendsmostof its timereallocatingeitherjust thereceiversor just theantennas,insteadof
reallocatingboth thereceiversandtheantennas,thenthe:finalresultis notmuchof an
improvement. Insteadof letting theheuristicrun to completion,thetacticalcontrolcoulduse
thisdomain-specificknowledgeto terminatetheheuristicearlier. Thetacticalcontrolcouldalso
favordifferentlevelsof optimizationversusminimal plandisruptionfor different resourcesat the
differentbureaus.For ahypotheticalexample,it is mucheasierto physicallychangethe
receiversattachedto anantennaat theLosAngelesbureauthanat theParisbureau.This is due
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to thenewcomputerizedswitchingjust installedattheLosAngelesbureau.Ontheotherhand,
dueto thedifferencein sizesof theantennas,theParisbureaucanrespondmuchmorequickly to
areassignmentof antennapositions. Thetacticalcontrolwill accommodatethis typeof planning
metaknowledgewithouthavingto resortto buildingdifferentplansurgeryheuristicsfor the
differentbureaus.

Theplansurgeryheuristicsarethenecessarypiecesto addschedulingknowledgeto the
planner.This knowledgewill allow theplannerto effectivelyperformplansurgery. Sincethis
schedulingknowledgeis diverseandrepresentsavarietyof searchstrategies,therehasto bea
high-levelcontrol to guaranteetheproperoperationof theplanner.This controlknowledgewill
haveto decidewhena particularschedulingstrategyis appropriateandwhenthestrategyis no
longeruseful. It will allow for fine-tuningandavoidingendlessloops. This controlwill haveto
beadaptableto a largevarietyof schedulingstrategies.This is thepurposefor thetactical
controlmodule.

4.5 Interface

An integralpartof theautomaticplanneris theuserinterface.Thereareseveralmajor
goalsof theuserinterface. Its purposesincludesimplecontrolof theplanner:startingand
stoppingit, submittinggoals,andapprovingthefinal answer.Otherpurposesarerelatedto
monitoringtheplannerwhile it is running. Theseincludecheckingthestatesof theactivitiesand
theresources,bothgraphicallyandin menus.Thisability alsocontributesto theuser's
understandingof how theplannerapproachesaconflict in theschedule,sonewheuristicscanbe
createdandchecked.Still anotherpurposeis to allow theuserto modify thescheduleby hand.

Theplannerneedsto displaythecurrentstateof theplan andthecurrentstateof the
resources.This allowstheuserto tell notonly whatgoalshavebeenachievedbut alsohow
tightly packedthescheduleis. This informationis neededsotheusercanedit thescheduleby
hand. Theinformationisalsoneededfor understandinghowwell theplannerworks. Given this
typeof display,theusercanmakeintelligentchoiceswhileediting theschedule.Also, theuser
needsto understandhow theplannerreactsif domain-specificheuristicsareto beaddedand
maintained.

At any time,theusershouldbeableto edit anyactivity or resource.Thisallows theuser
to input anynewchangesin thestateof theFBIS. If asunspotstartsto interferewith broadcasts,
theuserneedsto adjustthecapabilitiesof theantennaresource.Theimpactof thischangeon the
stateof theplanshouldbeimmediatelydisplayed.As theplannertries to recover,thedisplay
needsto showthemodifcations to thegoalsandhow theplannedgoalsaffecttheresourcesof
theFBIS. In addition,if anactivity doesnotgoasplanned,theplannedactivity mustbeedited
sothattheplannercancalculatetheimpacton theongoingplan.

As theplanneroperates,it will necessarilymakecompromisesbetweendifferentgoals.
Theusermaywish to tweakthesecompromises.This canbedoneby directly editing the
activities. Theplannermuststill beableto operateon theplanafter theoperatorhasmodified
theseactivities. Therealproblemwill bekeepingtheautomaticplannerfrom needlessly
readjustingthecompromises.This couldbedoneby usinganactivity freezeswitch. Thisallows

C-15



theuserto freezeanyactivity sotheautomaticplannercannotmodify it. This is, however,an
extremesolution,andan intermediatecontrolbetweenall or nothingshouldbeinvestigated.

Theinterfacewill be invaluable,inasmuchasit slaowshow theplanneris operating.This
knowledgewill beabsolutelynecessaryif newplanningheuristicsareto beaddedto thesystem.
By watchingtheplanneroperate,its weakpointscanbediscovered.Thesepointsarewherethe
plannereitherdoesnot find agoodsolutionor wandersaroundtoomuchbeforeit finds the
solution. Theplannerinterfaceshouldprovidetheuserwith theability to displaythesame
abstractionsof the scheduleastheheuristicsusefor input. This will includeexaminingthe
classificationstheresourcebottleneckpatternmatchersmakeandthefocusstatethatthetactical
control sets.This allowstheuserto seehowtheplannerisviewing theplanningprocess.The
userwill needdirect controlof theactionsthattheheuristicscanuse. Thiswould include
invoking theplansurgeryoperationsandsettingthefocusstateof thetacticalcontroller. In this
way theusercantestout theeffectsof aproposedheuristicwithout havingto actuallywrite it.

During theoperationof theautomaticplanner,theusercanalsousethecontroloverthe
tacticalfocusstateto directtheplanner.Theusercouldtell theautomaticplannerwhichpartof
thescheduleshouldbeworkedonnext. In addition,theusercouldforcetheplannerto terminate
asearchthattheoperatorthoughtwasgettingnowhereandstartanewsearch.

Thebasicapproachto theinterfaceis to directlydlisplaythevariousstructureson the
screen.This is thesameapproachthatwastakenandwa,,_foundquitesuccessfulin thePlan-It
project. Eachresourcewill beplottedasatimelineshowingthestateof theresourceusage.
Activities will beplottedon timelinesthatallow theuserto graphicallymodify them. The
activitieswill alsobedisplayablethroughtheuseof menus.As theactivitiesaremoved,the
graphicandmenudisplaysof theactivitieswill beupdated.Theeffectsof theactivitieson the
resourceswill alsobedirectly shown. Sincea userwouldbeoverwhelmedbythetotal amount
of thedisplayableinformation,theactualcontentsof the_;creenwill beundertheuser'scontrol.
Theuserwill beableto zoomin on thetimelines. Theuserwill beableto panto anysectionof
timelinedisplays.The selectionof resourceandactivity displaysthatarecurrentlyon thescreen
will becontrollableby theuser. Theusercouldaddor deleteorrearrangethedisplayson the
screenatany time. Thefirst prototypesof thisdisplaywill bebuilt usingthecurrentPlan-It
graphiccode. Thegraphiccodewill beadaptedto displaytheOMPplannerdatastructures,and
color codingwill beaddedto highlight importantinformationon thescreen.

An importantaspectin theuseof theautomaticplanneris thatit shouldenablethehuman
expertschedulerto intuitively graspwhattheautomaticplanneris trying to accomplish.This
meansthat thetool mustnot only beuser-friendly,butmustalsobeuser-natural.Otherwise,the
tool canonly beeffectiveusedin abatchmode,nomatterhow fancythegraphicdisplaysare.

To implementaneffectivenon-nervousscheduler,weshallinvestigatetheareasof
representation,operationheuristics,tacticalcontrol andu_;erinterface.New,theoreticalresults
shallbeimplementedif timepermits. OtherwisetheywiliLbe identifiedandoutlinedfor future
research.
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5.0 TOOLS

Thesoftwaredevelopmentof theprototypeswill bebasedon toolsavailableatJPL.
ThesetoolscanincludeSTAR*TOOL, Plan-It,SWITCH/Runaround,TimeMap Manager,
FORBIN,andBB1. STAR*TOOL,Plan-It,andSWITCH/Runaroundwereall developedfor
JPLprojects. TimeMapManager,FORBIN,andBB1weredevelopedatBrown University,
Yale University,andtheStanfordAI Laboratory,respectively.

TheTime MapManageris ageneral-purposetruth maintenancedatabasethatmaintains
temporalrelationshipsonacollectionof facts. It allowsafact to be insertedinto atemporaldata
base.Thesystemenforcesconsistencyfor all thefacts. Unlike atypical truthmaintenance
system,theTime Map Managerallowsfor temporalinteractionsof thefacts.

Conceptually,eachclassof resourcewill needits own setof plan surgeryoperatorsand
its own setof bottleneckpatternmatchers.Whatis desiredis to implementtheseprotocolsusing
theTime MapManager.Thiswill allow for a verysophisticatedandefficient temporaldatabase
to underlietheresourceprotocols.

FORBIN is anadvancedAI planner. It wasbuilt usingtheTimeMapManager.There
areseveralmodulesof FORBIN thatweplanto use.Oneis thegoalexpansionmodule.
FORBINusesagoal library approachsimilar to thatof MOLGEN. Controllingthegoal
expansionmoduleis asetof heuristicswhichallow for the intelligentguessingof which
expansionto try.

BB 1is a blackboardsystemto studytheeffectsof controlmetaknowledgeonproblem
solving[23]. Most BB1systems,suchasPROTEAN[24],useBB1 asashell for boththe
metacontrolanda general-purposeblackboardfor representingtheproblem. We wish to usethe
Time MapManagerfor thelow-levelproblemrepresentation.However,sincewehavethecode
for BB1,wewish to try its meta-blackboardfor representingthetacticalcontrolof theOMP.

Plan-It is aJPLprogramwhichcontainsauser-friendlygraphicalinterface.The
graphicalinterfaceto Plan-Ithasbeenseparatedfrom therestof theprogramby NASA Ames
ResearchCenter.Thegenericresearchinterfacewill allow for thedisplayandeditingof
schedulesindependentlyof theunderlyingrepresentations.This interfaceneedsto beextended
to includecolor codingof theresourceandactivity timelines. Thiswill be thebasisfor thefirst
prototypeuserinterface.

STAR*TOOL [25]is a setof softwaretoolsfor designingandbuilding reasoningengines.
STAR*TOOL standsfor theTool EnvironmentandLanguagefor ExpertSystemInvestigation
andSynthesisandwasdevelopedat JPL. TheSTAR*TOOL tool kit includesmanyof the
importantAI paradigms.Thesetoolsmaybeemployedindependentlyor in anycombination.
Thetoolscanbedirectly usedin CommonLISP. Thisallows theprogrammercomplete
flexibility in usingthesetools. STAR*TOOLcanbeusedto helpconstructany moduleof the
plannerthatis not takenfrom existingprojects.This couldincludetheplansurgeryheuristics.
STAR*TOOLcanalsobeusedto helpgluethevariousmodulesthatwill be takenfrom existing
code.This shouldlower the integrationtimeandleadto amoreflexible prototype.
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Theinitial prototypewill concentrateondynamicreplanning.TheSWITCH/Runaround
Systemcanbeusedto generatetheinitial plan. In laterprototypesthedynamicreplannerwill be
expandedtoincludethegenerationof theinitial schedule.

6.0 STUDIES

A seriesof studiesshallbeconductedthroughout:theOMPdevelopment.Thestudies
will coverFBIS application,evaluationcriteria,complexity,manualoverrideof theautomatic
planner,andcentralizedvs decentralizedallocationof resources.

6.1 FunctionalRequirementsDocument

ThefunctionalrequirementsdocumentshalloutlineFBISapplicationrequirementsfor
theautomatedplanningcapability. To definetheconstraintprioritization,resourcelimitations,
andanomalies,adetailedstudyof theFBISapplicationwill beperformed.Thedocumentis
intendedto clarify FBISproblemdefinition andapproach.

6.2 OtherStudies

6.2.1 EvaluationCriteria

Criteriawill beestablishedfor measuringhowwe.lltheautomatedplannermeets
objectives.Possiblecriteriaincludenumericalmeasuresof planvalue,non-nervousness,and
speed;humanschedulerappraisalsof plansproducedby theautomatedplanner;andratingsof
theeaseandusefulnessof theinterface.

6.2.2 ComplexityAnalysis

Thecomputationalcomplexitiesof theFBISresourceallocationproblem,andof the
automaticOMPprogram,will beanalyzed.(Thecomputationalcomplexityof aproblemor
algorithmis a worst-caseboundon thecomputationtimerequiredto solveorrun it, asafunction
of somemeasureof thesizeof theinput.)

6.2.3 Centralizedvs DecentralizedResourceAllocation

A studyto evaluatethetrade-offsbetweencentralizedanddecentralizedallocationof
resourceswill examinethelevelof plandetailpresentationto a bureau.Centralizedresource
allocationwill disseminateadetailedplanto eachbureau.Decentralizedresourceallocation
assignsa list of responsibilitiesandconstraintsto eachbureau.Centralizedallocationofferstop-
levelcontrolof detail,butdecentralizedallocationoffers bureauflexibility. How doeseach
performunderdynamicscenarios?Which systemperformsbestduringdisasters?Is therea
combinationwhich offerspromise?
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6.2.4 ManualOverride

A studyto assesstheimpactsof manuallyoverridinganautonomousplannerwill be
performed.How shouldtheplannerbe informedof anactof manualoverriding?What
adjustmentsshouldtheplannermaketo otherpartsof theplanafteramanualoverride?

7.0 YEAR-BY-YEAR OBJECTIVES

Weexpectthataplannerwith thecapabilitiesdescribedin theAPPROACHsection
abovecouldbebuilt in threeyears.At theendof eachyearweproposeto demonstratethe
accomplishmentsto date.

In thefirst year,wewill concentrateonnon-nervousreplanningfrom anexistingplan
whenanewgoal is added.Wewill modelenoughtypesof resourcesfor aproofof concept.We
will constructa knowledgebasefor expandinggoalsinto activitiesanddemandson resources.
We will implementsufficientplansurgeryoperationsto enter,delete,andreexpandgoals; to
moveactivitiesto otherresources;andto moveactivitiesin time. Wewill implementsomeplan
surgeryheuristicsandtacticalcontrolstocontrol theplansurgeryoperations.Theinitial plan
maybeconstructednot bytheprototypebut by someotherplannersuchasSWITCH.

Theuserinterfacein thefirst prototypewill includeacolor displayrepresentingactivities
on resourcetimelines. It will supportapproximatelythesamelevelof usereditingasdoesPlan-
It.

Theseone-yearobjectivesdescribetheextentof ourexistingcontractualobligations.
However,basedonamutualagreement,wewouldproposein yearstwo andthreeto perform the
following work.

In the secondyear,we wouldattempttodiscoverandaddmoreplansurgeryheuristics
from OR. We would improvetheuserinterfaceto theheuristics,the interactivitybetween
automaticplanning,andplaneditingby theuser.

In thethird year,wewouldattemptto strengthenthetacticalcontrol to allow thesystem
to interleaveOR heuristicsandtheAI heuristics.

If a follow-on effort asdescribedaboveis desirable,wewould submitarevisedtaskplan
andanupdatedcostestimate,asappropriate.

C-19



REFERENCES

[1]

[21

[31

[4]

[51

[6]

[7]

[81

[91

[10]

[11]

[12]

[13]

Vere, Steven, Planning in Time: Windows and Durations for Activities and Goals IEEE

Transactions on Machine Intelligence, PAMI-5, No. 3, pp. 246-267, May, 1983.

Webb, W. Allan, Combinatorial Complexity of t.he Flight Project�Deep Space Network

Resource Allocation�Scheduling Problem, Operations Research Report, Jet Propulsion

Laboratory, California Institute of Technology, Pasadena, California 1986.

Glover, Fred, and Claude McMillan, The Combinatoric Explosion: A Reassessment of

Impacts of Microcomputers on Operations Research, Elsevier, 1986.

Minifie, J. Roberta and Robert Davis, Survey of MRP Nervousness Issues, Production and

Inventory Management, Vol. 27, No. 3, 1986.

Smith, Stephen, Mark Fox, and Peng Si Ow, Constructing and Maintaining Detailed

Production Plans: Investigations into the Development of Knowledge-Based Factory

Scheduling Systems, AI Magazine, Vol. 7, No. 4, 1986.

Johnson, Craig, and David Werntz, Automation of the Resource Allocation and Planning

System at NASA' s Jet Propulsion Laboratory, presented at SPACE: Technology,

Commerce and Communications, Houston, Texas;, November, 1987.

Meleton, Marcus P., Jr., OPT-Fantasy or Breakthrough? Production and Inventory

Management, Vol. 27, No. 2, 1986.

Biefeld, Eric, PLAN-IT: Knowledge-Based Mission Sequencing, Proceedings of SPIE on

Space Station Automation, pp. 126-130, October, 1986.

Fikes, R. E., and Nilsson, Nils, STRIPS: A New Approach to the Application of Theorem

Proving to Problem Solving, Artificial Intelligence Journal, Volume 2, pp. 189-208,

1971.

Tate, Austin, Review of Knowledge-Based Planning Techniques, Knowledge Engineer' s

Review, Vol. 1, No. 2., British Computer Society, Specialist Group on Expert Systems,

June, 1985.

Sacerdoti, Earl, Structure for Plans and Behavior, New York, Elsevier North-Holland,

Inc., 1977.

Tate, Austin, Project Planning Using a Hierarchical Non-linear Planner, Department of

Artificial Intelligence Report No. 25, Edinburgh University, 1976.

Dean, Thomas, R. James Firby, and David Miller, The FORBIN Paper, Yale Technical

Report 433, Yale University, 1987.

C-20



[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

Dean,Thomas,andDrew McDermott,Temporal Data Base Management, Artificial

Intelligence Journal, Vol. 32, No. 1, pp. 1-55, 1987.

Porta, Harry, Dynamic Replanning, Proceedings of ROBEXS '86, pp. 109-115,

Instrument Society of America, 1986.

Wilkins, David E., Domain-Independent Planning: Representation and Plan Generation,

Artificial Intelligence, Vol. 22, pp. 269-301, April, 1984.

Wilkins, David E., Recovering from Execution Errors in SIPE, Computational

Intelligence, Vol. 1 No. 1, pp. 34-35, February, 1985.

Fox, Mark S., B. P. Allen, and G. A. Strohm, Job Shop Scheduling: An Investigation in

Constraint-Directed Reasoning, Proceedings of the Second National Conference on

Artificial Intelligence, pp. 155-158, 1982.

Porta, Harry, SWITCH Users' Manual, JPL Publication 86-24, Jet Propulsion Laboratory,

California Institute of Technology, 1987.

Stefik, Mark, Planning with Constraints, Artificial Intelligence Journal, Vol. 16, pp. 111-
140, 1981.

Stefik, Mark, Planning and Meta-planning, Artificial Intelligence Journal, Vol. 16, pp.
141-169, 1981.

Minsky, Marvin, Computation: Finite and Infinite Machines, Prentice-Hall, 1967.

Hayes-Roth, Barbara, A Blackboard Architecture for Control, Artificial Intelligence

Journal, Vol. 26, pp. 251-321, 1985.

Hayes-Roth, Barbara, Bruce Buchanan, Olivier Lichtarge, Mike Hewett, Russ Altman,

James Brinkley, Craig Cornelius, Bruce Duncan, and Oleg Jardetzky, PROTEAN:

Deriving Protein Structures From Constraints, Proceedings AAAI-86 Fifth National

Conference on Artificial Intelligence, pp. 904-909, 1986.

James, Mark, and Dave Atkinson, STAR*TOOL - An Environmental and Language for

Expert System Implementation, Jet Propulsion Laboratory, California Institute of

Technology, Pasadena, California, August 19, 1988.

C-21



i

co z

_ •r-"

_ "'4 >.

U

b'-' _
ft..-

o

o.,, 1

C-22



C-23





APPENDIX D

FUNCTIONAL REQUIREMENTS
DOCUMENT





1.0

2.0

3.0

4.0

5.0

CONTENTS

INTRODUCTION ........................................................................................................ D- 1

1.1 Scope ................................................................................................................ D- 1

1.2 Convention and Notation ................................................................................. D- 1

1.3 Applicable Documents ..................................................................................... D-1

1.4 The Artificial Intelligence Perspective ............................................................. D-1

PROBLEM DEFINITION ........................................................................................... D-2

2.1 Overview .......................................................................................................... D-2

2.2 Tenets ............................................................................................................... D-2

2.3 Assumptions ..................................................................................................... D-2

2.3.1 Task Description .................................................................................. D-3

2.3.2 Resource Description ........................................................................... D-5

2.3.3 Scheduling Trade-offs ......................................................................... D-7

PHILOSOPHY ............................................................................................................. D-8

3.1 Replanning ....................................................................................................... D-8

3.2 Knowledge Base and Inference Engine ........................................................... D-9

3.3 Multiple Planning Heuristics ............................................................................ D-9

3.4 Iterative Planning ............................................................................................. D-9

3.5 User-Natural Interface ...................................................................................... D- 10

BASIC PLANNING ..................................................................................................... D-10

4.1 Definitions ........................................................................................................ D- 10

4.1.1 Tasks ..................................................................................................... D-10

4.1.2 Steps ..................................................................................................... D-10

4.1.3 Sequence ............................................................................................... D-10

4.1.4 Activities .............................................................................................. D-10

4.1.5 Resources ............................................................................................. D-10

4.1.6 Knowledge Bases and Inference Engines ............................................ D-11

4.2 Inputs ................................................................................................................ D- 1 1

4.2.1 Old Sequence ........................................................................................ D-11

4.2.2 Old Tasks .............................................................................................. D-11

4.2.3 Changes in Tasks .................................................................................. D-11

4.3 Knowledge Bases ............................................................................................. D- 11

4.3.1 Task Expansion .................................................................................... D-11

4.3.2 Resource Knowledge Base ................................................................... D-13

Output ............................................................................................................... D-14

4.4.1 Timeline ............................................................................................... D-14

4.4.2 Summary Reports ................................................................................. D-14

4.4

PLANNING STRATEGIES ........................................................................................ D- 15

5.1 Planning Techniques ........................................................................................ D-15

5.1.1 Planning Algorithms ............................................................................ D-15

5.1.2 Planning Heuristics .............................................................................. D- 16

D-i



6.0

7.0

8.0

5.2

5.3

5.4

5.5

5.6

5.7

TriggeringPlanningTechniques.......................................................................D-16
5.2.1 Triggeringby Desirability....................................................................D-17
5.2.2 Triggeringby ResourceUsage.............................................................D-17
5.2.3 Triggeringby theAmountof Effort .....................................................D-17
5.2.4 Triggeringby PreviousSchedulingHistory.........................................D-17
5.2.5 Triggeringby FocusDecisions............................................................D-17
Chronology.......................................................................................................D-17
5.3.1 Definition of TimeversusChronology................................................D-17
5.3.2 Chronogram..........................................................................................D-17
5.3.3 Levelsof Chronology............................................................................D-18
5.3.4 TaskChronology...................................................................................D-18
5.3.5 ResourceChronology...........................................................................D-18
PlanningFocus.................................................................................................D-19
5.4.1 FocusandChronology.........................................................................D-19
5.4.2 FocusLevels.........................................................................................D-19
5.4.3 FocusExpectations...............................................................................D-19
Metaheuristics..................................................................................................D-19
5.5.1 Levelsof Metaheuristics......................................................................D-19
5.5.2 Triggeringof Metaheuristics.................................................................D-19
ResourcePatterns..............................................................................................D-20
5.6.1 GlobalPatterns......................................................................................D-20
5.6.2 LocalResourceUsage..........................................................................D-20
5.6.3 SpecialPatterns....................................................................................D-20
5.6.4 ChronologyPatterns.............................................................................D-20
StrategyPostmortem........................................................................................D-20
5.7.1 Why StrategyFailed.............................................................................D-20
5.7.2 Recommendations................................................................................D-21

INTERFACE ..............................................................................................................D-21
6.1 Background......................................................................................................D-21
6.2 Displays.............................................................................................................D-21

6.2.1 TimelineDisplays.................................................................................D-21
6.2.2 Edit Displays........................................................................................D-24
6.2.3 PlanningControlDisplays...................................................................D-24
6.2.4 DisplayLayouts....................................................................................D-24

6.3 Commanding....................................................................................................D-24
6.3.1 Menus...................................................................................................D-25
6.3.2 TypedCommands................................................................................D-25
6.3.3 CommandParameters..........................................................................13-25

6.4 AutomaticPlanningSupportof ManualEditing..............................................D-25

HARDWARE AND SOFTWAREBASE....................................................................D-25
7.1 ImplementationEnvironment............................................................................D-25
7.2 Run-TimeEnvironment....................................................................................D-25

ACCEPTANCETESTREQUIREMENTS.................................................................D-26

D-ii



1.0 INTRODUCTION

This document specifies requirements on the planning function of the Operations Mission

Planner (OMP) for the Foreign Broadcast Information Service (FBIS). The Artificial

Intelligence (AI) group of the Jet Propulsion Laboratory is conducting research on this resource

allocation problem for the Central Intelligence Agency's Office of Research and Development

(ORD). Theoretical design issues stemming from this document will be demonstrated through a

series of prototypes. These prototypes will only partially implement the specified requirements.

1.1 SCOPE

The document is divided into eight sections. The Problem Definition, Section 2,

enumerates the assumptions behind the FBIS resource allocation problem. In Section 3, the

Philosophy or approach underlying the OMP prototype is outlined. This section discusses the

theoretical attributes of the research approach. Section 4, Basic Planning, describes the planner

operation flow by enumerating the input and output as well as the knowledge base representation

characteristics. Planning Strategies, Section 5, then discusses the theoretical architecture which

will operate upon the basic planning representations. Section 6, Interface, describes the

interactive user interface. The implementation and run-time environments are outlined in

Section 7, Hardware and Software Base. Finally, in Section 8, Acceptance Test Requirements,

reference is made to a Preliminary Evaluation Criteria Study, which outlines the planner delivery
standards.

1.2 CONVENTION AND NOTATION

Throughout the document, frequent reference is made to three concepts, System, Planner,

and Plan. To clarify the ambiguity of these terms we define these concepts. The System is the

world planning domain. This domain includes FBIS resources such as physical resources and

personnel. The Planner is the software which schedules these resources. The primary output

which it produces, the Plan, is a sequence of activities which optimizes fulfillment of a user-

defined request.

1.3 APPLICABLE DOCUMENTS

Operations Mission Planner Research Plan; Porta, Biefeld, Falcone, 1987.

Operations Mission Planner Task Plan; Atkinson, 1987.

Space Flight Operations Center Sequence Subsystem (SEQ) Functional Requirements

Document For Planning; Starbird, 1987.

1.4 THE ARTIFICIAL INTELLIGENCE PERSPECTIVE

The AI software development environment offers a new perspective to problem solving.

Traditional planning techniques are not flexible. The AI emphasis is not upon a sequential

progression from problem specification to implementation. On the contrary, an explorative

approach is used in which problem expansion and implementation evolve together. Furthermore,
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theAI processdoesnot evaluatethecompletesolutionspectrum.Instead,theprocessgenerates
amanageablesetof potentialsolutionsfrom ahostof conceptsspecificto theapplication.

2.0 PROBLEMDEFINITION

This sectionbriefly describestheresourceallocationproblemincurredby theForeign
BroadcastInformationService(FBIS). It will describetlaeconceptsandassumptionsbehind
FBIS scheduling.

2.1 OVERVIEW

TheFBIS schedulingenvironmentoffersachallengingspectrumof resourceconstraints
andoptimizationstrategies.Realscenariosaredrivenby anomalies.Pressingneedsto monitora
hot topic requireflexibility andtimely interaction. In theoperatingenvironmentafast scheduler
thatreplanswith minimal disruptiongivesthestrongestresults.

This is theapproachof theOMPprototype.Whenthis schedulingproblemis solved,a
contributioncanbemadeto ahostof problemswith variousapplications.No onehasyetbuilt a
plannerthatreplanswith minimal disruption.

2.2 TENETS

Theprototypedesignis focussedonmeetingthefollowing tenets:

1. Minimize lostcollection.
2. Minimize perturbationof broadcastcollection.
3. Performcontinuousforwardevaluation.
4. Planwith knowledgegainedfrom previousdecisions.
5. Reactquickly.

2.3 ASSUMPTIONS

In this sectionwedescribeour assumptionsabouttheFBISplanning/scheduling/
resource-allocationproblem. Theplanneris givenknowledgeabouttheresources(equipment
andpersonnel)available,thedesiredtasksto beachieved(prioritizedbroadcaststo becollected),
andtheexistingplan,if any. Fromthese,theplannermus_I,in areasonabletime,constructan
executableplanto achievesomeor all of thedesiredtasks.Thereareusuallymoretasksgiven
thancouldactuallybeachievedwith theavailableresources.Theplannerwill turnout aplan
thatminimizeslost collection.

In section2.3.1wedescribethetypesof taskswhichtheplannerhasto planto
accomplish.In section2.3.2wegivea high-leveldescriptionof theresourcesinvolved andtheir
associatedconstraints.In section2.3.3wepoint out the interestinginteractionbetweenthe
prioritizationof tasksandtheimprecisionof broadcastschedulesanddescribesomestrategies
for dealingwith them.
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2.3.1 TaskDescription

ThetaskswhoseachievementtheOMP is to scheduleconsistof broadcaststo be
collectedandprocessed.Theplannerreceivesguidancewith eachtask. Theguidanceincludes
specificationsof thesource(locationandfrequency),priority, andmodeof processingof the
broadcast.Theguidancemayalsospecifyotheraspectsof thetask,including timewindows,
requiredequipment,requiredpersonnel,andrequiredlevelof fidelity. For sometasks,someof
theseaspectswill not bepresentin theguidance,butwill beavailablein adatabasekeyedby
aspectsthatarein theguidance.Forinstance,thedatabasemight containan indicationthatall
tasksto coverthespeechesby SecretaryGorbachevhaveRadioMoscowasthesourceandare
priority 2 tasksunlessspecifiedotherwise.Thedatabasemight link thetitle of aregularly
scheduledbroadcastto its starttime,duration,andsource.Wewill label thisdatabaseimplicit
guidanceand,in thissection,usethewordguidanceto includeboththis implicit guidanceand
theguidancethatis explicitly providedin eachindividualtaskspecification. (Thesampletasks
shownin thissectionarein English,while thefirst OMPprototypeswill requirethattasksbe
inputin amoreeasilycomputerreadableform. Sometaskexamplesgivenin this sectionare
incomplete,leavingunspecifiedtheaspectsthatarenotdirectly illustrativeof theprincipleunder
discussion.)

TheOMP will alsoacceptlogical combinationsof tasksof theaboveform. For example,
"Relay theMay DayParadesfrom MoscowandeitherWarsawor Sofia."

TheautomatedOMP will alsoaccepttaskssuchas"Collect everythingaboutthestock
marketin France"or "Monitor Iran." It will useaseparateknowledgebaseto translatesuch
tasksinto setsof broadcaststo becollected.

In additionto allocatingresourcesin orderto fulfill thetasksof collectingspecific
broadcasts,theOMPmustallocatesomeresourcesfor searchactivities. Thesearchoperator
scansthebroadcastspectrum,looking for broadcaststhat arenotknownastasksbut thatare
interestingnevertheless.

2.3.1.1 Priorities

Thetasksto bescheduledhaveassociatedpriorities. Eachtask'spriority is anumber
from 1to 100. Lowernumbersindicatehigherpriorities. A taskwith a givenpriority number
quasi-absolutelytakesprecedenceoveranytaskswith greaterpriority numbers.

Thepossibleexceptionto absoluteprecedencearisesfrom thefact thatpriority numbers
areassignedto entirebroadcasts,while not all partsof agivenbroadcastareof equalimportance.
Forinstance,asituationmayoccurin whichtheFBISis collectingapriority-six broadcastwhich
will lastanotherfive minutes. Suddenlyanewtaskarrives:to collectapriority-five broadcast
beginningright away. However,theplannerexpectsthatthefirst five minutesof thenew
broadcastwill consistof well-knownbackgroundinformation. Theplannermaydecideto collect
the lastfive minutesof thepriority-six broadcastinsteadof immediatelyswitchingto collectthe
beginningof thepriority-five broadcast.
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TheOMPwill requirethattaskshavepriorities in theguidance.It will takethepriorities
intoaccountwhenscheduling,giving high-priority taskspreferenceoverlow-priority onesin
general,andmakingtheexceptiondescribedabovewhensuppliedwith informationaboutthe
relativeimportanceof differentpartsof broadcasts.

2.3.1.2 Modesof Processing

Whenanantennaandreceiverarereceivingabroadcastsignal,thereceivedprogramcan
beprocessedin variousways. Theprogrammayberelayedto theUnitedStates,or a human
monitormaylistento it andtranscribeit or summarizeit in writing. It mayberecorded
electronicallyfor laterrelay,transcribing,summarizing,or archiving. TheOMPwill requirethat
theguidanceindicatethedesiredmodeof processingfor eachtaskandwill schedulethe
processingof eachbroadcastfor which it schedulescollection.

2.3.1.3 Time Windows

A taskof collectinga broadcastshouldcontainsomeindicationof whenthebroadcastis
expectedto occur. This indicationmaybeprecise,in theform of anexactstarttimeand
(optional)endtimeor durationof thebroadcast.However,sometimesthesearenot known
exactly. Forinstance,maybeall thatis knownis thatleaderX will give amajor speechin the
nexttwo days. In theworstcase,maybenothingisknownaboutthetimeof occurrenceof the
broadcastexceptthatit is sometimein thefuture.

TheOMPwill acceptatime windowaspartof atask'sguidance.Whennowindow is
availablefrom theguidance,thedefaultwindowwill be"sometimein thefuture."

2.3.1.4 Levelof Fidelity

Thereis ameasureof levelof fidelity, indicatingtlhequality of areceivedsignal,which is
partof theguidance.TheOMP'sknowledgebasemustincludesufficientfactsaboutchoosing
re'sourcesto receiveabroadcastwith thedesiredlevelof fidelity. Given this information,the
OMPwill acceptandrespectthe levelof fidelity guidance.

2.3.1.5 RequiredEquipmentandPersonnel

Sometimesthereareseveralchoicesof piecesor typesof equipmentand/orpersonnelthat
couldbeusedto collect andprocessabroadcastwith a sufficientlevelof fidelity. Theoriginator
of thetaskmaynotcarewhichequipmentorpeopleareactuallyassignedto performthetask.
On theotherhand,theoriginatormaylist a choiceof equipmentand/orpeopleaspartof thetask
guidance.If so,it wouldmeanthatthetaskis notaccomplishedunlessexactlythatchoice
correspondsexactlyto theoriginal list of equipmentand/orpeople. If thebroadcastis collected
andprocessedwith otherresources,thatis not sufficientto fulfill this task,andit wouldbe
regardedasawasteof thoseotherresources.

TheOMPwill acceptandrespectrequiredequipmentandpersonneldeclarationsin task
guidance.
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2.3.1.6 OtherGuidance

At thediscretionof thesponsorandthedevelopers,theOMPwill incorporateknowledge
allowing it to dealwith otherguidance.

2.3.2 ResourceDescription

Theresourceswhich theOMPmustallocateincludeantennas,receivers,andprocessors.
Thecategoryof processorsincludesequipment,material,andpersonnel.

2.3.2.1 Antennas

Thedifferentantennasusedby theFBIS havedifferentlimits on theirranges,bothradial
anddirectional. Theplansproducedby theOMPwill respecttheselimits. Theresource
allocationheuristicswill notscheduleabroadcastto be receivedon anantennawhenthe
broadcast'ssourceis outsidetheantenna'srange.

Thedifferentantennasalsohavedifferentlimits on frequencycoverage.Theplans
producedby theOMPwill respecttheselimits. Theresourceallocationheuristicswill not
scheduleabroadcastto bereceivedon anantennawhentheantennacannotreceivethe
broadcast'sfrequency.

If anantennais rotatedsufficiently far in onedirection,cableconnectedto it will wrap
tightly aroundit andpreventit from rotatingfartherin thatdirection. Theplansproducedbythe
OMPwill respectthis limit.

A singleantennamaybeusedto receivetwoor moresimultaneousbroadcastsfrom
sourcesin thesame,or nearlythesame,direction. Theplansproducedby theOMP will take
advantageof this capability. Therewill beresourceallocationheuristicsto find groupsof
simultaneoustasksthatcanbecoveredwith andscheduledonasingleantenna.(Theseheuristics
will not alwaysbeactive,dependingon theurgencyof producinga schedulequickly andother
considerations.)

2.3.2.2 Receivers

TheFBIS collectsbroadcastsonAM, FM, narrowbandFM, facsimile,radioteletype,
sideband,wire services,andtelevision. It hasreceiversfor eachkind of signal. Theplans
producedby theOMPwill showuseof thefight kind of receiverfor eachbroadcast.

2.3.2.3 Processors

2.3.2.3.1 ProcessingEquipment

Processingequipmentmayincludesuchitemsastaperecorders,blanktape,relay
devices,typewriters,paper,dictionaries,etc. TheOMPwill haveto scheduleuseof anyresource
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thatis not regardedasautomaticallypresentwhereveranactivity isperformed. Forinstance,it
mightbeassumedthateverypersonhasapencilor pento usewheneverheor sheneedsto write.
In thatcase,theOMPdoesnotneedto haveanyrepresentationof pencilsandpens.On theother
hand,it mightnot beassumedthateverypersonhasareelof blanktapeat handat all times. In
thiscase,whentheOMPhasto scheduleanactivity thatrequiresuseof blanktape,it must
explicitly indicatethatblanktapeis needed,andhowmuch. In addition,if it is anticipatedthat
blanktapewill everbe in shortsupply,theOMPwill haveto plan sothatenoughblank tapeis
availablefor theplannedactivities,i.e., sothatit doesn.otincludemoreactivitiesthanthe
availableamountof blanktapewill support.

At thediscretionof thesponsorandthedevelopers,theOMPwill includerepresentation
of variousprocessingequipmentresources.At aminimum,theseresourceswill includetape
recordersandrelayequipment.

2.3.2.3.2 Personnel

Peopleareinvolvedin processingof receivedbroadcastsin severalways. Thesemay
includemonitoring,translating,transcribing,andsummarizingthecontentsof broadcast
programs.In addition,peoplearerequiredto operatetheequipment.Differentpeoplehave
different levelsof skills with thedifferent languagesandsubjectsof foreignbroadcastsandwith
thedifferent kindsof equipment.

TheOMPwill plan sothatappropriatepersonnelareassignedto eachactivity andno
personis scheduledto work on too manyactivitiesatonceor for morehoursthanallowed.

2.3.2.4 OtherEntitiesWhich OMPMayModel asResources

In additionto theaboveresourcesthatareuseddirectlyto carryout activities,theremay
beotherresourcesthattheOMP will haveto consider.As an illustration,if electronicequipment
is poweredfrom utility linesthroughafusebox, theOMPwill haveto plansothat theequipment
thatis onat anyonetimeis notdrawingenoughpowerto blow afuse. As anotherillustration,if
theequipmentgetspowerfrom gasoline-poweredgenerators,theOMPmustplansothatenough
gasolineis availableto carryon theplannedactivities.

At thediscretionof thesponsoranddevelopers,theOMPwill modelall resources
necessaryto assurethatplansareconsistentandexecutable.

2.3.2.5 Connectivity

Therearelimits on theconnectivityof resourcesfrom thevariouscategories.For
instance,noteveryantennacanbeconnectedto everyreceiver. TheOMPwill include
knowledgeof thepossibleconnectionsamongantennas,receivers,andprocessors,andthe
capabilitiesof thevariouscombinationsfor achievingthecoverage,levelsof fidelity, and
processingcalledfor in taskguidance.
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2.3.2.6 Variationsin ResourceCapabilitiesandAvailabilities

Circumstancesbeyondtheplanner'scontrolcanchangethecapabilitiesor availabilityof
resources.For instance,theavailabilityor capabilityof apieceof equipmentcanbeaffectedby
breakdownor by its beingpulled off-line for scheduledmaintenance.Thecapabilityof apiece
of equipmentcanbeaffectedbymeteorologicalfactorsor by jamming. The availabilityor
capabilityof apersoncanbeaffectedby illnessor vacation.TheOMPwill acceptinformation
aboutsuchchangesandplanaccordingly.

2.3.3 SchedulingTrade-offs

Thefact thattherearealmostalwaystoo manytasksfor theexistingresourcesleadsto
decisionsto dropsometasks.Theprioritiesgivento tasksandthefact thatataskmight require
collectionof abroadcastwhosetimeof occurrenceis unknowncanbeconflicting influenceson
thechoiceof whichtasksto drop. For instance,supposethat,ononemorningat 7:30,Radio
Moscowsignson with solemnmusic,an indicationthat somemajorofficial hasdied. A priority-
threetaskis postedof finding outwho died. It ispresumedthatRadioMoscowwill eventually
announcethenameof thedeceased,but that announcementcouldoccuratany timeof the
morning. Thereis alsoapriority-tentaskof listeningto thedailypropagandaannouncement
from Teheranat9:00a.m. Theonly receiver/antennacombinationavailablethatcanreceive
RadioMoscowis alsotheonly oneavailablethatcanreceiveTeheran.Whereshouldthis
equipmentbedirectedat9:00?

Differentplanningstrategieswouldleadto differentdecisions.Thestrategy,"Let high-
priority taskshaveprecedenceoverlow-priority tasks,"wouldcausethebureauto missthe
Teheranpropagandabroadcast,andthereis therisk thattheannouncementfrom RadioMoscow
wouldnotcomeduring thatbroadcastanyway. Thestrategy,"Preferto collect broadcaststhat
areactuallyoccurringover thosethat mightoccur,"wouldcausethebureauto collectthe
Teheranbroadcastat therisk of missingtheannouncementfrom RadioMoscow. Dependingon
thedifficulty of switchingbetweentheconfigurationsfor receivingthetwo sources,theremight
alsobeastrategy,"Listen to thelow-priority scheduledbroadcast,but for thefirst tensecondsof
everyminute,switchto thesourceof thehigh-priorityunscheduledbroadcast.If thehigh-
priority broadcastis there,staytunedto it andcollectit." As RadioMoscowwouldprobably
devoteat leasta minuteto theobituary,andmaybetensecondsis longenoughto determine
whetheracommentaryis anobituary,this laststrategymightbe themostsuccessful.

With experienceandhindsight,ahumanplannermight learnsuchrelevantfactsasthe
likely timefor RadioMoscowto beginamajorobituary(thismight changefrom regimeto
regime). If theplanneralreadyhadthisexperience,it might haveenabledhim to decidehow
closely to monitorRadioMoscowduring thetimeof theTeheranbroadcast.Theautomated
OMP will incorporatesuchexperientialknowledgewhereit is alreadyavailablefrom experts.
Moreover,theOMPwill supportmodificationof thisexperientialknowledge.Fully automatic
modificationof thisknowledgewould requireamajoradvancein machinelearning.

Otheruncleardecisionsinvolve thecollectionof partsof broadcasts.For instance,if
therearetasksto collectthreebroadcasts,anIraqi bodycountfrom 8:30to 9:00,aPolishfarm
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reportfrom 8:30to 8:45,anda speechby SecretaryGorbachevfrom 8:45to 10:00,with
priorities8, 20,and4, respectively,shouldthebureaucollecttheentirefarm reportor partof the
bodycountat 8:30? Theremaybehardandfastrules,suchas"It is alwaysbetterto getawhole
broadcastthanapartialone,nomatterwhatthepriorities:,"whichwouldapply in sucha
situation. Knowledge of the relative importance of parts of broadcasts (see section 2.3.1.1) could

also be brought to bear.

3.0 PHILOSOPHY

The following section defines the design concepts behind the research approach.

Replanning with minimal disruption is the research focus of the OMP prototype. This basic

philosophy weaves several concepts together through implementation. Each concept carries a

number of advantages.

3.1 REPLANNING

Adding changes to a refined plan drives the philosophy of replanning. Whenever a

change in a task is desired, the new task is submitted to the planner. The planner generates a new

plan. Conceptually this plan is a sequence of steps that accomplishes the desired task.

Replanning, in this context, is the act of simply planning again.

In normal production, a schedule produced by the planner is an input into many other

departments. These departments will use this plan to plan many other activities. The plan is also

checked to see if it really does satisfy the requesters, and small changes may be requested to

optimize some of the planning compromises. Many of the.se decisions lie outside of the

planner's area of expertise.

In the course of operations many small changes to the original set of requested tasks will

arise. If an entirely different plan is produced for each of l_hese changes, much unnecessary work

will be generated for the system as a whole. In fact, the amount of work generated may be

prohibitively large.

When given a set of tasks, there exist many sequences which satisfy the requirements of

the planner. If a slight change is made in the input, the planner will, in all probability, generate a

very different schedule. This attribute of planning can render a totally automatic planner

impractical.

A different approach to planning is to assume that planning is the act of modifying an

existing schedule to reflect changes in the requested tasks. In this model of planning, the planner

is working from an old schedule. The actions the planner takes try to update the plan in a

minimally disruptive way. The planner can make small changes to the requested tasks without

generating a whole new schedule.

Most planners approach replanning as simply planning again. There has been little work

done on modifying old schedules to reflect changes in the requested tasks. Particularly hard
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questionsexist regardinghow to control thesearchspacein suchaplanner. This issuehashada
majorimpacton theconceptualarchitectureof ourapproachto planning.

3.2 KNOWLEDGE BASE AND INFERENCEENGINE

Thedomainin which aplannerexistsis neverstatic. Thetypesof tasks,theresources,
andtherulesof whatis allowableareforeverevolving. Thus,aplannerneedsto beeasily
adaptable.Thecommontechniquefrom artificial intelligenceis to split theprograminto a
knowledgebaseandaninferenceengine.Theknowledgebasecontainsruleson thedomain-
specificinformation. Theinferenceengineis thecodethatmanipulatestheinput usingtherules
from theknowledgebasein orderto generatetheproperoutput. This techniquehasbeenused
successfullyin manydifferentprojects.

3.3 MULTIPLE PLANNING HEURISTICS

Theconceptof Multiple PlanningHeuristicscombinesseveralplanningtechniquesin one
approach.Mostplannersusea singleplanningalgorithm. Theplanningalgorithmtakesasinput
therequestedtasksandanyknowledgebaseswhichdescribewhatconstitutesalegalplan. The
planningalgorithmthensearchesoverthespaceof plansuntil it finds theappropriateplan. How
thesearchis accomplishedis entirelyin thecontrolof thesingleplanningalgorithm.

Theplanningsearchspaceof possibleplansis extremelylarge. Any attemptto
enumeratethis spacewill consumeextremelylargeamountsof time. Therefore,anyplanning
algorithmmustfind theanswerwhile controllingits search.Thereexistsnoknownalgorithm
which canpracticallyaccomplishthiscontrol. Thecontrolof thesearchdependson theexact
scheduletheplanneris workingon.

Themultipleplanningheuristicsapproachtriesto decomposethecontrolprobleminto its
ownknowledge-base/inference-engineapproach.Insteadof usingonealgorithm,thedifferent
aspectsof planningarecontrolledby differentplanningheuristics.This approachoffers greater
flexibility andsophisticationin thecontrolof planning.

3.4 ITERATIVE PLANNING

Thecontrolof planningdependson thescheduleto beplanned.Themostpowerful
planningheuristicsneedto know approximatelyhowthefinal schedulewill be laid out in order
to controlthesearch.Thus,to plan,oneneedsto know how theplanwill look. A successful
techniqueis to first usea simplerapproachto generateascheduleandthenusethis information
to drive asecondpassat theschedule.

This will alsosimplify theproblemof howmultiple heuristicscanworkon thesame
schedule.Eachdifferentheuristiccanbeviewedasanotherrefinementof theschedule.Theact
of replanningusingtheoriginalplan is anothercaseof iterativeplanning.
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3.5 USER-NATURAL INTERFACE

Expertschedulingpersonnelbringa hostof strategiesto a schedulingproblem. Some
schedulingsoftwaremayschedulewith routinesandheuristicsforeignto thepersonnel.The
OMPprototypewill not schedulein thismanner.Instead,theprototypewill allow theuserto
easilyinteractwith thesoftwarebecausethesoftwarecontrolwill follow thesamedomain
controlheuristicsastheexpertscheduler.All representationandstrategiesdevelopedin the
designwill reflect theuser'snaturalperceptionof theproblem.

4.0 BASIC PLANNING

TheBasicPlanningModeldescribestheinputsandoutputsof theplanner.Thepurpose
of planningis to expanda setof Tasks into a Sequence of Ste_. This sequence of steps forms a

plan that can accomplish the requested tasks.

4.1 DEFINITIONS

4.1.1 Tasks

A single task corresponds to a goal that the system must accomplish. The

accomplishment of a task will utilize some of the resources in the system. However, which

resources and the exact time the resources will be used are not explicitly stated in a task. The

purpose of the planner is to expand a set of tasks into specific steps.

4.1.2 Steps

A step corresponds to an action that must be taken in order to accomplish some task. A

step has a definite start and stop time. It specifies which resources will be used and any other

changes that must be made to the system.

4.1.3 Sequence

A sequence is a time-ordered series of steps. Each step in the sequence has a definite

start and stop time. The execution of the sequence will accomplish the planned tasks.

4.1.4 Activities

It usually takes more than one step to achieve a single task. The series of steps that are

used to achieve a single task is known as an activity. Thus, for each task in the plan there exists

an activity which is composed of a few steps in the plan output.

4.1.5 Resources

The steps that accomplish a task consume various resources of the system. These

resources can be physical devices such as receivers and antennas. They can also be more
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abstract,suchasthedirectionin which anantennais pointed. Thedifferentactivitiesmustbe
scheduledsothattheseresourceswill notbeoverutilized.

4.1.6 KnowledgeBasesandInferenceEngines

Theplannerwill beeasilymodifiablein orderto supportdifferentandchangingsystems.
To accomplishthis,thesoftwarewill besplit into variousKnowledgeBasesandInference
Engines.A KnowledgeBasedescribesthedetailsof thesystem'sdomainto the software
planner.This couldincludetheresourcesandthedifferent typesof activities,amongothers.An
InferenceEnginewill take an inputandmanipulateit by usingtherulesin theknowledgebase
whichdescribethedomain. Thedecompositionof theplannerinto knowledgebasesand
inferenceenginesallows thespecificsof adomainto bean inputto theprogram. Therefore,the
planner'ssoftwarewouldnothaveto bemodifiedin orderto adapttheprogramto aparticular
planningdomain.

4.2 INPUTS

4.2.1 Old Sequence

Theusualoperationof theplanneris to modify anexistingplan. Theplannerwill
minimally disrupttheold sequence.If thereis nopreviousplan,thenthis input wouldnot be
given. In thiscase,theplannerconceptuallystartswith anold planwhich is entirelydevoidof
tasks.To thisemptysettheplannerwill addthenewtasks.

4.2.2 OldTasks

Theplannermustbeableto modify theold sequencein orderto optimizethenewtasks.
In orderfor theplannerto know how astepcanbemodified,theplannermustknow which task
generatedthestep. Thus,theplannerneedstheoriginal tasksfrom which theold sequencewas
generated.Theplannerwill beableto link theold stepsto theold tasks.

4.2.3 Changesin Tasks

This input directstheplannerin whatshouldbeaccomplished.This would includeany
newtasks,changesin existingtasks,andanytaskthatis no longerdesired.

4.3 KNOWLEDGE BASES

Theknowledgebasessupportinformationthattheplannerneedsin orderto generatea
legalplan. This knowledgedoesnot,however,usuallyvary betweendifferentrunsof the
planner.

4.3.1 TaskExpansion
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Theplannerwill generateadetailedactivity for eachrequestedtask. This activity
specifiesaseriesof stepsthatcanaccomplishtherequestedtask. This activity will bedescribed
to theplannerby theTask Expansion Knowledge Base.

4.3.1.1 Activity Skeletons

The Task Expansion Knowledge Base will be composed of skeletons of various types of

activities. A skeleton is an outline of an activity. A skeleton will include the number of, and

relationships between, the various steps that compose the activity. For example, an activity

skeleton could state that the activity would be composed of three steps, that the stop time of the

first step is the start time of the second step, and that the three steps must use the same receiver.

This activity skeleton would describe the resources used by each step and list all the options for

each step. An option could be a set of devices from which the step could choose.

The inference engine associated with this knowledge base will find the activity skeleton

that could be used for a given task. The inference engine will then form an activity from this

skeleton. This new activity will be given the task's name', and the various steps' parameters filled

in from the set of legal options specified in the activity's skeleton.

4.3.1.2 Subactivities

An activity can be composed of both steps and su'bactivities. A subactivity is an activity

that in turn can be composed of steps and subactivities. This forms a tree structure where the

lowest leaves are steps.

The purpose of a subactivity is to collect a commonly used series of steps. Instead of

repeating a common series of steps in several different activities, a subactivity skeleton could be

described. A high-level activity could then just reference the subactivity.

4.3.1.3 Multiple Task Expansion

In most systems a requested task can be achieved by several different activities. The

Task Expansion Knowledge Base may contain several different activity skeletons for each type

of task. During the planning process the planner may try an alternative task expansion. The old

task activity would then be replaced with a new task expansion. The new activity would keep as

many of the old activity parameters as possible.

4.3.1.4 Subtasks

An activity can be composed of steps, subactivities, and subtasks. A subtask allows a

high-level activity to have multiple expansion possibilities. This is convenient when a high-level

task can be broken into a series of subtasks. Instead of developing several high-level activities,

one high-level activity skeleton could be designed which uses several simpler subtasks. For

example, a monitor task could be described by an activity that first sets up the equipment, then

monitors the broadcast, and last of all tears down the equipment. There could exist five different

setup activities and three different teardown activities. The high-level task could be described by
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fifteen differenthigh-levelactivitiesor by onehigh-levelactivity thatcontainsa setupsubtask
anda teardownsubtask.Thesesubtaskswill usetheTaskExpansionKnowledgeBasein the
identicalway astherequestedtasks.

4.3.1.5 TaskExpansionInferenceEngine

Whengivenatask,theTaskExpansionInferenceEnginefindsall theactivity skeletons
thatcanaccomplishthattask. TheTaskExpansionInferenceEnginethenpicksoneof the
skeletonsandexpandsthisskeletoninto anactivity. Thisoperationrecoursesthroughany
subtasksin thechosenactivity. TheTaskExpansionInferenceEnginewill alsofill in anystep
parametersfrom thelegaloptionssothata scheduledactivity is formed. At anytime theplanner
candirect theTaskExpansionInferenceEngineto reexpandanytaskor subtaskunderthe
directionof theplanner.

4.3.2 ResourceKnowledgeBase

Theresourcesavailablemustbeknownby theplanner.Thiswould includeall the
antennas,receivers,andotherresourcesthatmustbescheduled.

4.3.2.1 ResourceTimelines

Theresourceswill berepresentedby theplannerasresourcetimelines. A resource
timelinewill exist for eachresourcein thesystem.Theseresourcetimelineswill showhow the
resourceusagevariesovertime. Theresourcetimelinewill alsoshowanyconflict in the
resourcedueto oversubscriptionof theresource.Theplannerwill beableto querytheresource
timelinesfor anystepswhichcausearesourceconflict. This will allow theplannerto deal
explicitly with interactionsbetweenactivitiescausedby oversubscriptionof theresources.

4.3.2.2 ResourceTypeLibrary

Thereareseveraldifferenttypesof resources.Forexample,thereareresourceswhichare
apool of functionallyidenticaldevices.With this typeof resourceeachstepcanaskfor oneor
moredevices.A conflict happensif, duringanytime interval,thenumberof devicesrequested
exceedsthenumberavailablein thepool. Anothertypeof resourcemodelstheconsumptionof
somematerial,suchasblanktapes.Whena blanktapeis used,it is not returnedto thepool. A
conflict occursif thenumberof blanktapesusedduring theentiresequenceexceedstheoriginal
numberavailableat thebeginningof thesequence.Theplannerwill maintaina library of
varioustypesof resources.Whenanentryis addedto theResourceTimelinesKnowledgeBase,
it specifiesaresourcetypedescribedin theResourceTypeLibrary. A newentry to the
ResourceTimelinesKnowledgeBasewill containtheresourcetype,theresourcename,the
amountof resourceavailable,andanyotherparametersappropriatefor theresourcetype.

4.3.2.3 ResourceInferenceEngine

TheResourceInferenceEnginecalculatestheresourceusagethroughtimeby monitoring
all thestepsthatuseanyparticularresource.Whenevera stepis added,modified,or deleted,the
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inferenceenginequickly updatesall of theresourcetimelinesthatareaffected. Theinference
enginewill checkfor anychangesthis causesin theconflictsof theaffectedresources.Another
duty of this inferenceengineis to maintainthenecessarystatisticson theresourceusageand
conflicts. This informationwill beusedto identify theusageor conflict patternsin theresource
timelines.

4.4 OUTPUT

Themainoutputof theplanneris a detailedtimeline. To strengthenplanning
productivity,theplannerwill alsoproducesummaryreports.To supportreplanning,theplanner
will generatefiles whichdescribethesequencelinks andthehistoryof conflict resolution.

4.4.1 Timeline

A timelinewill displaytheresourceassignmentsby time. Activities will berepresented
over timeandsynthesizedoveranorthogonalcolumnof resources.

4.4.2 SummaryReports

SummaryReportswill compileoperationstatisticsandparametersto describethe
prototypeefficiency andthescheduledevelopmenthistory. Reportsaredistinguishedby their
applicationdomain. Forexample,therearereportsusedby FBISpersonnel,suchas
PerformanceReports,andreportsusedfor replanning,suchasHistoryReports.

4.4.2.1 PerformanceReportGeneration

Varioushard-copyrepresentationsof thescheduleperformancedatawill beprovidedvia
ReportGenerationmenuoptions.

4.4.2.1.1 ResourceUseProfile

This profile will describetheresourceallocationby usinghistograms.Eachbarof the
histogramwill representaresourceandwill summarizethetotalusageof theresourceandthe
absenceor presenceof aresourceconflict.

4.4.2.1.2 Activity Profile

Indexedby activity, thisprofile will enumeratetheresourcesusedto conductauser-
specifiedactivity.

4.4.2.1.3 StepProfile

A stepprofile will generatea list of one-linedescriptionsto describeeachstepnecessary
to implementa task. Theuserwill specifythetaskname.
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4.4.2.1.4 GapReport

TheGapReportidentifiesall unusedperiodsof timelongerthananyuser-specified
period. Thishelpsto find periodswhereactivitiescanbeaddedto acrowdedtimelineandin
findingpatternsin link placementwhichmayhelp identify strategiesfor moreefficient
utilizationof time.

4.4.2.2 HistoryReports

HistoryReportswill beusedto replanfuturesequences.Therefore,theywill be
generatedin machine-readableformatandfedinto theplanneratthebeginningof thenext
replanningsession.Thesereportswill documentthetaskexpansion,activity expansion,and
conflict resolutionprogression.

4.4.2.2.1 TaskExpansionReport

To helptheplannermodify thegeneratedtimelineandoptimizenewtasks,this report
will describetaskandactivity expansion.Thedatawill beorganizedwith a tree-structure
format. Theoutputformatwill remainin machine-readablestructurefor replanningpurposes.

4.4.2.2.2 Sequence

To representthetimeline for futuremodification,theplannerwill generateatimeline
sequencein machine-readableformat. Thesequencewill useatree-structureformatto represent
activitiesandresourceallocation.

5.0 PLANNING STRATEGIES

TheaboveBasic Planner can represent plans. The basic planner contains the knowledge

of the requested tasks, the different activities that can satisfy a task and how the activities

compete for the system resources. What is missing is how the planner can use this information

to create a workable schedule. Planning Techniques, Plan Chronology, Planning Focus, and

Resource Pattern Recognition describe how to develop the plan representation into a working
schedule.

5.1 PLANNING TECHNIQUES

Instead of having just one algorithm to assemble the plan, the planner will be composed

of a large set of planning techniques. The planner will invoke those planning techniques which

will manipulate the candidate sequence by using the basic planning representations.

5.1.1 Planning Algorithms

Planning Algorithms are large algorithms which totally solve some aspect of the plan.

These are typified by operations research programs such as dynamic programming or simulated
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annealing.Theseplanningalgorithmstry to completelysolvesomepartof theplan. They
completelycontrol theirown searchof theplan.

5.1.2 PlanningHeuristics

A planningheuristicis concernedwith only onesmallaspectof theplan. Thereexist
differentheuristicsto controltheexpansionof atask,versusheuristicscontrollingwhich
resourcesanactivity will use. Therecanbeseverallayersof heuristicsworkingonasingle
parameter,suchasthestarttimeof anactivity.

Forexample:

5.1.2.1 CoarseStepPositioning

This typeof heuristicwouldplaceanactivity in atimeregionon thetimelines. The
heuristics'objectiveis to scheduleataskwherethereis notmuchcompetitionfor thetask's
requiredresources.

5.1.2.2 FineStepPositioning

This typeof heuristicplacesa stepwith respectto thelocal resourceusage.These
heuristicswould betriggered,dependingon thepatternof thelocal resourceusage.

5.1.2.3 Micro StepPositioning

It is desirableto exactlyaligna stepto thenaturalbordersin thesequence.Thiswill be
accomplishedby a setof heuristicsthatwouldeitherplacethestepattheedgeof thestep's
timing requirementsor placethestepon theedgeof anotherstepwhich usesthesameresources.

When thehumanuseris graphicallyeditingaschedule,themouse(seesection6.2.1.1.2)
is usefulfor selectingthestepto move. However,for placingthestepat anexactpoint in time,
themouseis not accurateenough.Themicropositioningheuristicscouldrelievetheuserfrom
havingto exactlyspecifythetime. Theywouldautomaticallycausethestepto snapto theexact
position.

5.2 TRIGGERINGPLANNING TECHNIQUES

Theactof planninginvolvesinvoking theproperplanningtechniquesin theproperorder.
Theplanningtechniquesusethebasicplanningrepresentationsto manipulatethesequence.The
triggeringof thetechniquesdependson theparticularcandidatesequenceandthestateof the
planner.
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5.2.1 Triggeringby Desirability

It is moredesirableto reassigntheresourceataskusesthanto deletethetask. However,
deletingthetaskdoesfreetheresourcefor otherusage.Thesedifferentheuristicstradeoff this
desirabilityfor powerandeasein planning.

5.2.2 Triggeringby ResourceUsage

If a typeof resourceis vastlyoverused,thenswappingstepswithin theresourcewill not
beveryproductive. Theplannershoulddeletetasksuntil theresourceusagebecomesmore
reasonable.Theplannerwill usethevariouspatternsin resourceusageto triggerplanning
techniques.

5.2.3 Triggeringby theAmountof Effort

Givenachoice,theplannerwill chooseto workon tasksonwhich theleastamountof
effort hasbeenexpended.

5.2.4 Triggeringby PreviousSchedulingHistory

If astephasjust beenmoved,amicroadjustmentmaybein order. If ascheduling
strategyhasbeenpursuedfor sometimewithout noticeableimprovement,thenit is timeto try
somethingelse.

5.2.5 Triggeringby FocusDecisions

Theplannermaydecideto focusonconflictsof somesetof resourcesbeforechecking
theotherresources.It would triggerappropriateheuristicsto work on thecritical timeregion.
Thesefocusingdecisionsaremadeby aspecialgroupof metaheuristicsthatcontroltheplanning
process.

5.3 CHRONOLOGY

Theplannerstartswith anold planandsometaskchangesto addto theschedule.The
plannerthengoesthroughseveralstagesin modifying theschedule.Theplannermusttrack
thesedifferent stages.This trackingof thevariousstagesis thechronologyof theschedule.

5.3.1 Definition of TimeversusChronology

Timeis aparameterof stepsandactivities. Chronologyis trackingthestagesthatthe
plannergoesthroughwhile modifying theplan.

5.3.2 Chronogram

A chronogramrepresentsastageof theplanningprocess.Thechronologyis composed
of aseriesof chronograms.
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5.3.3 Levelsof Chronology

Theplannerwill tracktheseplanningstagesonseverallevels. Thetoplevel showshow
theplanasawholeis progressing.Whentheplannerfocusesonaparticulartimeregion, the
workdoneon this timeregionwill berepresentedata lower level in thechronology. Within this
timeregion,theplannermayprogressthroughseveralplanningstrategies.Eachplanning
strategyis adifferent chronogramonalowerplanningle.vel.Thecycleswithin a strategywould
representanevenlower level.

5.3.3.1 Top-LevelChronology

Thetop-levelchronologytracksthemajorstagesof theentireschedule.Nearthe
beginningof this level,theplannerwill allow large-scalechangesto theschedulebutwill not
allowmucheffort to beexpendedonanyonetask. As thetoplevel evolves,theplannerwill
restrictthescaleof anychangesmadeto theschedulebut will allowalot of effort to be
expendedon afew tasks.

5.3.3.2 Medium-LevelChronology

Theplannerwill trackhow longaplanningstrategyhasexecuted.After asetperiod,a
chronogramwill bepostedthatwill triggerheuristics,whichwill determineif thecurrent
strategyis makingprogressor if anotherplanningstrategyshouldbepursued.

5.3.3.3 Low-LevelChronology

While theplanneris workingona singleactivity, therecouldbeseveraldifferentlayers
of heuristicswhichrefinetheactivity's parameters.Theselayersof heuristicscouldrepresent
thedifferentaccuraciesof adjustinganactivity's starttime. Forexample,it is necessaryto adjust
themicro timepositionof asteponly aftertheactivityhasbeenlocalizedto anewtimeregion.

5.3.4 TaskChronology

Thechronologyof atasktrackstheeffort thathasgoneinto schedulingthat task. This
informationis usedby variousplanningheuristicsto deten'ninewhichtaskto workonnext. The
majorchangesin a taskwill alsobetracked. This is to keeptheplannerfrom retryingold
alternatives.However,astheplanneris increasinglywilling to investagreatereffort on atask,
theplanningheuristicscouldretry old alternatives.

5.3.5 ResourceChronology

A resource'schronologytrackstheeffort thathasgoneinto reducingconflictsona
particularresource.This chronologywill be trackednotonly for theresourceasawholebutalso
for interestingtimeregionsof theresourcetimeline. Thisallowstheplannerto look for patterns
of changein a timeregionof theplan. For example,if theconflict levelwithin asingletime
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regionkeepscyclingupanddown,theplannermaydecideto focuson thatregionandthen
freezetheresults.

5.4 PLANNING FOCUS

Theplanningfocusis themechanismof communicatingthemetaheuristics'decisionsto
theplanningheuristics.Themetaheuristicsmaydecideto reduceconflict by deletingtasksfrom
acertainregionof thesequence.By postingtheproperfocusdecisions,theappropriateplanning
heuristicswill betriggered.

5.4.1 FocusandChronology

Thechronologytracksthestagesof theplanningprocess,while thefocustells the
planningheuristicswhatto workonnext.

5.4.2 FocusLevels

Thefocuslevelsparallelthe levelsof thechronology. This is to allow different setsof
heuristicsto controlthevarioustacticallevelsof theplanner.

5.4.3 FocusExpectations

Whenthefocusis setby somemetaheuristics,theexpectationfor thefocusis recorded.
Theexpectationstatesunderwhatconditionsthefocusshouldbeabandoned.Oneof these
conditionswill alwaysbe triggeredby thechronology.This is to preventtheplannerfrom
working too longonanyonestrategy.

5.5 METAHEURISTICS

Themetaplanningheuristicsimplementthestrategiesof theplanner. Theyaccomplish
this bycontrollingthefocusstateof theplanner.

5.5.1 Levelsof Metaheuristics

Thedifferent focuslevelswouldbecontrolledby differentmetaheuristics.Someof the
metaheuristicswithin a level wouldstarta focuslevel,while otherswould terminatethefocus.
Themetaheuristicsof a lower focuslevelwouldbecontrolledby thefocussetathigherlevels.

5.5.2 Triggeringof Metaheuristics

Themetaheuristicsaretriggeredby specifiedchangesin thechronologyof theplanner.
Theythenusethepatternsin theresources,thechronologyof theplannerandthechronologyof
thetasksto determinethenext focusstate.
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5.6 RESOURCEPATrERNS

Muchof planningis dependenton thepatternsof theresourceusage.Insteadof directly
checkingfor thepatterns,theheuristicswill usespecial-purposeroutinesthatcanclassifythe
resourcetimelines. Usingtheseroutines,theplannerwould automaticallymaintainasymbolic
descriptionof theresources.

5.6.1 GlobalPatterns

Theseincludethetotal resourceusageof aresourcetimelineandameasureof the
resourceusagedeviation. Thedeviationis ausefulmeasurefor resourceleveling.

5.6.2 Local ResourceUsage

Focusingon local resourceusageallowstheplannerto avoidareasof highresourceusage
andto selectareaswheretheresourcesarereadilyavailable.

5.6.3 SpecialPatterns

Thesepatternroutineswill find specialpatternsin theresourceusage.An exampleof a
patternis a hill in theresourceusagewhichpeaksover theconflict level. Anothersuchpattern
exampleis asawtoothusagepattern.Differentplanningtacticswouldbetriggeredto handle
thesedifferentpatterns.

5.6.4 ChronologyPatterns

As theplanevolves,theresourceusagein aparticulartimeregionmaycycle. Thismay
notberelevantatthebeginningstagesof planning. However,in latterstagesthesecyclic regions
becomeinterestingto theplannerandwill triggerspecializedstrategies.

5.'7 STRATEGYPOSTMORTEM

If afocusstrategydoesnot accomplishits objectives,theplannerdoesaStrategy
Postmortem.Thepostmortemhelpstheplannerto decidewhatwouldbea usefulfocusto try in
orderto achievethehigherobjectives.

5.7.1 Why StrategyFailed

Thefirst partof thepostmortemrecordswhy thecurrentfocuswasabandoned.This
couldbebecauseit did notmakeenoughprogressfor theeffort expended.Alternatively,the
higherlevel focusmayhavebeentoorestrictive,or maybe',theheuristicscouldnot find any
alternativesto try.
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5.7.2 Recommendations

The secondpartof thepostmortemincludesrecommendationson whatto try next. This
couldbe to loosenupon thefocuslevel to allowmorepossibilities.However,thepostmortem
will only suggestto loosenupon thefocusparametersthatfailed thepreviousheuristics.
Anotherrecommendationwouldbeto try againbut to allow moreeffort to beexpended,or to try
asetof morepowerful heuristics.Finally, theStrategyPostmortemcouldtell theplannerto
simply giveupon thissetof higherlevelobjectives.

6.0 INTERFACE

Theplannerwill supportinteractiveeditingof candidatesequences.To supportthis,the
plannerwill providegraphicaldisplaysof thesequenceandtheresources.Theplannerwill
allow theuserto graphicallyor textuallyedit anystep,activity,or taskandwill immediately
updatetheappropriatedisplays.

6.1 BACKGROUND

Muchof schedulingis spentin makingcompromisesbetweencompetingtasks. Mostof
thetimeof theuseris spentin decidingthesecompromises.Thisprocessmaywell involve
severalof the individualsinvolvedwith thecompetingtasks.Thecompromisesmaybepolitical
in natureandreflectknowledgewell beyondthescopeof theplanner.Theplannershallsupport
this typeof process.

6.2 DISPLAYS

Theplannerwill displaythecurrentcandidatesequenceto theuser.

6.2.1 TimelineDisplays

Theplannerwill beableto presentthecandidatesequencein agraphicaltimelineformat.
Therewill bemanydifferenttypesof timelinedisplays,eachof whichspecializesin presentinga
different aspectof thecandidatesequence.Thesegraphicaltimelinedisplayswill beableto plot
eitheractivitiesor resources.

6.2.1.1 ZoomingandPanning

Theuserwill beableto zoomthegraphictimelinedisplaysto variousmagnificationsand
to panthroughthetimelinedisplaysto different timeintervals.

6.2.1.1.1 QuantizedZoomingandPanning

Thetimelinedisplayswill beableto presentvaryingtime intervalsof thesequence.One
suchtime intervalwill be thewholedurationof thecandidatesequence.Theuserwill beableto
zoominto aportionof thisduration. Thentheuserwill beableto panthetimelinedisplaysinto
othertimeintervals. Theplannerwill supportdiscretezoomingandpanningof thegraphic
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timelinedisplays.With theuseof a mastermenu,theuserwill setthedifferentdurationintervals
to which thetimelinedisplayscanbemagnified.Theuserwill alsosetapanningdurationwhich
is usedto quantizethepanningof thedisplays.Thequantizeddurationintervalof apanshallbe
specifiedfor eachof thezoommagnifications.For example,a candidatesequencemayhavea
totaldurationof oneweek. Thefirst zoommagnificationis thereforeoneweek,andthereis no
panningdurationfor thismagnification. Thesecondzoommagnificationmaybeonedaywith a
pandurationof 12hours.At thismagnificationthetimeline displayswill plot only a24-hour
duration,andthedisplayswill alwaysstarteitherat0:00or at 12:00of anydayin thecandidate
sequence.Thefinal magnificationof zoommaybefour hourswith apandurationof onehour.
At thismagnificationthetimelinedisplayswill show4-hour intervalsof thecandidatesequence
with thestarttimeonanyhourboundarywithin thesequence.

6.2.1.1.2 PanningDisplay

To supportpanningandzoomingof thetimelinedisplays,therewill beatemporarypop-
updisplaywhich will graphicallypresentthecurrentdisplayintervalwith respectto therestof
thecandidatesequenceduration. Theuserwill beableto graphicallypanor zoomthetimeline
displayswith theuseof thisdisplay. Thedisplaywill al:_oplot a timescalefor usein graphically
determiningthetemporalpositionof aplottedtimelineitem. Thecontrolof thisdisplaywill be
accomplishedwith agraphicpointingdevice(mouse).

6.2.1.1.3 TimelineSynchronization

Thegraphictimelinedisplayswill normallybesynchronized.This meansthatthe
timelinedisplayswill simultaneouslypresentthesametimeinterval. However,theusermaybe
ableto freezeanydisplayto aparticulartimeinterval. Whenpanningor zoomingtherestof the
displays,thefrozendisplaywill notchangeits displayedtimeinterval. It will bepossibleto
explicitly panor zooma frozendisplay. Whenthedisplayis unfrozen,it will besynchronizedto
therestof thetimelinedisplays.

6.2.1.1.4 Magnification-DependentPlotting

It will bepossiblefor thedifferenttimelinedisplaysto usedifferentplotting functionsat
thedifferentzoommagnifications.This will allow thedisplaysto showmoredetailed
informationat thehighermagnificationsof thetimelines. Forexample,seesection6.2.1.2.2.

6.2.1.2 Activity Displays

Therewill be timelinedisplaysof theactivitiesin sequence.

6.2.1.2.1 Activity Plotting

Activitieswill bepresentedaslabeledline segmentson thetimelinedisplay. Theline
segmentendpointswill correspondto thestartandendtimesof theactivity's first andlaststeps.
Theactivity's namewill beusedto labeltheactivity line segment.
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6.2.1.2.2 Stepor SubactivityPlotting

At highermagnification,it maybedesirableto showanactivity's stepsor subactivities.
Theactivity will thenbeplottedasacollectionof stepsor subactivities.Eachstepor subactivity
will beplottedasspecifiedin 6.2.1.2.1.Whethertheactivity is displayedasa singleline
segmentor asacollectionof line segmentswill dependon thecurrentzoommagnification.

6.2.1.2.3 Activity DisplayTypes

Theplannerwill supportanactivity timelinedisplayfor eachactivity typeandfor various
collectionsof activity types. Thus,all theactivitiesneednot bein anyonedisplay,but the
plannerwill divide theactivitiesbetweenseveraldisplays,dependingon theactivity type. Each
activity displaywill containadescriptionof thepresentedactivity types. Thisdescriptionwill
specifytheexactconfigurationof theplot at eachzoommagnification.

6.2.1.2.4 SelectingActivities

Theusermaypoint to anactivity usingthemouse.Theusermaythenselecttheactivity
for editingor for graphicallychangingtheactivity locationin thecandidatesequence.

6.2.1.3 ResourceTimelineDisplays

Therewill bea timelinedisplayfor eachresourcein theplanner.

6.2.1.3.1 ResourcePlottingby Type

Theplotting functionusedfor aresourcewill dependon theresourcetype. Some
resourcetypesmaybeplottedashistograms,while othersmaybeplottedusingcolorcodingor
pixelpatterns. It will bepossibleto haveseveraldifferentplottingfunctionsfor the same
resourcetype. In thiscase,therewill beadifferentresourcetimelinedisplayfor eachplotting
function. Theresourceplotting functionswill bepartof theresourcetypelibrary (section
4.3.2.2).

6.2.1.3.2 ResourceConflicts

Theresourcetimelineswill prominentlymarknewconflicts. Theplannerwill contain
specialpanningcommandsto automaticallypanthetimelinedisplaysto theresourceconflict
intervals.

6.2.1.3.3 QueryingResourceTimelines

Theusermayusethemouseto querytheresourcetimelines. Theresourcetimelineswill
supportqueriesfor thenumericandsymbolicamountof resourceusage.Selectingstepsor
activitiesat aparticularpoint in theresourcetimelinewill besupported.
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6.2.2 Edit Displays

Theplannerwill supportvarioustypesof displaysto allow theuserto modify the
sequenceandcontrol theactionof theplanner.Theuserwill beableto call up thesedisplaysby
selectingthesequenceitemto beedited. Thedisplaywill normallydisappearafter theuserhas
finishededitingthis item. However,theusermayforcethedisplayto beapermanentpartof the
displaylayout(section6.2.4).

6.2.2.1 StepEdit Displays

Theplannerwill includedisplaysthatpresenttheparametersof a step. Thesewill
includethestep'sstarttime, stoptime,resourceusage,andanyotherparameters.Thesedisplays
will allow theuserto textuallymodify anyof theseparameters.

6.2.2.2 Activity Edit Displays

Thesedisplayswill presentthe internalparametersof anactivity. Theywill allow the
userto changeanyof theactivity's parametersor to selectoneof theactivity's stepsfor further
editing. Theseedit displayswill bepresentedin long andshortformats.Thelongformat
presentsall theactivity's parameters,while theshortformatpresentsonly themostcommonly
modifiedparameters.

6.2.2.3 TaskEdit Displays

Thetaskedit displaysallow theuserto examineandcontrol thetaskexpansionof a
requestedtask. Thesetaskdisplayscanalsobeusedto add,delete,or modify atask.

6.2.3 PlanningControlDisplays

Theplannerwill supportdisplaysto presentto theusertheprocessingstateof theplanner
includingdisplaysof thechronologyof theplanandthecurrentfocusstates.Theuserwill be
ableto modify thecurrentfocusstatesin orderto directtheactionsof theplanner.

6.2.4 DisplayLayouts

Thelayoutof thedisplays,describedin section6.2,will beunderthecontrolof theuser.
Theusermaycall up,remove,orpositionanyof thedisplays.Theusermaysaveanylayout. A
savedlayoutdescribesthedisplaytypes,their positionson thescreen,andthesequenceitems
thattheydisplay. Whentheuserloadsa savedlayout,theplannerwill createtheappropriate
displays,positionthemon thescreen,andupdatethecontents.

6.3 COMMANDING

Theplannerwill supportseveraldifferentcommandmodes.
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6.3.1 Menus

Commonlyusedcommandswill beexecutableby menuitems. Themousewill beused
to invokethemenus.Menusof commandsaboutactivitieswill beaccessibleby selectingthe
activity from eitheranactivity timelinedisplayor aresourcetimelinedisplay.

6.3.2 TypedCommands

Everycommand,including thoseusuallyexecutedby themouseor menus,will havea
typedform. Wheneverthecommandisexecuted,theplannerwill presentthetypedform of the
commandin thecommandline display. Theuserwill beableto build files containinglistsof
thesecommands,whichcould laterbeexecuted.

6.3.3 CommandParameters

Therewill beseveralmethodsin whichacommandparametercouldbespecified. These
methodswill includetyping, selectingfrom adisplaywith themouse,andmenuitems. Any of
thesemethodscanbemixedduring theenteringof asinglecommand.For example,acommand
to moveanactivity couldbeselectedfrom amenu. Theactivity to bemovedcouldthenbe
selectedfrom aresourcetimelinedisplaywith themouse.Thepoint wheretheactivity is to be
movedcouldbe typedinto thecommandline display. Beforethecommandis executed,the
commandline displaywill presentthetypedversionof thecommand,includingall the
appropriateparameters.

6.4 AUTOMATIC PLANNING SUPPORTOFMANUAL EDITING

Theusermayenableanypartof theautomaticplanningmechanismasdesired.This
could includethelow-level focustechniques.Theplannerwould thenmakesmalladjustmentsto
anyeditingtheusermakes.This wouldbeusedto relievetheuserfrom exactlyspecifyingan
activity's stependtimes. Theusercouldthenusethemouseto positionanactivity, andthe
automaticplannerwould finely adjusttheresultsasspecifiedin section5.1.2.3.

7.0 HARDWARE AND SOFTWARE BASE

7.1 IMPLEMENTATION ENVIRONMENT

Development of the OMP prototype will be conducted on Symbolics or Texas

Instruments machines with Common LISP software and a selection of software tools. The tools

include STAR*TOOL, Plan-It, SWITCH/Runaround, Time Map Manager, FORBIN and BB 1.

For comprehensive tool descriptions, see Appendix A, the Operations Mission Planner Research

Plan.

7.2 RUN-TIME ENVIRONMENT

The prototype will run on the Symbolics or Texas Instruments machine under Common

LISP software.
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8.0 ACCEPTANCE TEST REQUIREMENTS

The acceptance test requirements are enumerated :in the study entitled Operations Mission

Planner Preliminary Evaluation Criteria.
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APPENDIX E

O MP I vs O MP II

COMPARISON OF PROTOTYPE

CAPABILITIES





Attribute OMP I OMP l!

Number of Tasks ..................................................... 75 ................................................. 500-1000

Types of Resources

Antennas ................................................... 3 types ................................................ 4 types
Receivers ...................................................... 0 ......................................................... 0

Relays ........................................................... 0 ..................................................... 1 type
Recorders ...................................................... 0 ......................................................... 0

Translators .................................................... 0 ..................................................... 3 types

Resource Representation

Capacity ....................................................... no ....................................................... yes

Direction/State ............................................ yes ...................................................... no

Consumables/Replenishables .............. n/a for FBIS ....................................... n/a for FBIS

Iterative Refinement Phases

Initial Load .................................................. yes ..................................................... yes

Resource-Centered ..................................... yes ..................................................... yes

Bottleneck-Centered .................................... no ....................................................... yes

Optimization ................................................ no ................................................. yes-partial

Event Handling ............................................ no ................................................. yes-partial

Interleaving of Phases ............................................. no ....................................................... yes

Control Levels

Executive/Master .................................. yes-partial .......................................... yes-partial

Strategic ....................................................... no ....................................................... yes

Tactical ........................................................ no ....................................................... yes

Heuristics

Assessment .................................................. no ....................................................... yes

Dispatch ...................................................... yes ..................................................... yes

Control ......................................................... no ....................................................... yes

Bottlenecks

Identification .............................................. yes ..................................................... yes

Classification ............................................... no ....................................................... yes

Types of Tasks

Basic ........................................................... yes ..................................................... yes

Alerts ..................................................... yes-partial ................................................ yes

Resource Events .......................................... no ....................................................... yes
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Attribute OMP I OMP II

Task Representations

Time Windows .................................... single, fixed ................................... multiple, variable

Steps ........................................................... yes ..................................................... yes

Activity Structure ........................................ no ....................................................... yes

Scheduling Processes

Scheduling Engine ................................ yes-partial ................................................ yes

Search Engine .............................................. no ....................................................... yes

Chronologies .............................................. yes ..................................................... yes

Scheduling Actions

Move ........................................................... yes ..................................................... yes

Delete .......................................................... yes ..................................................... yes

Undelete ...................................................... no ....................................................... yes

Gapping ....................................................... no ........................................................ yes

Shrinking ..................................................... no ........................................................ yes

Hand-Offs .................................................... no ........................................................ yes

Panning ........................................................ yes ....................................................... no

Interface Features

Timelines .................................................... yes ...................................................... yes

Histograms .................................................. yes ...................................................... yes

Strip Charts .................................................. no ........................................................ yes

Directions ................................................... yes ....................................................... no

Priority Coding ........................................... yes ...................................................... yes

Time Cursor ................................................. no ........................................................ yes

Messages ..................................................... no ........................................................ yes

Phase Display .............................................. yes ..................................................... yes

Strategy Display .......................................... no ....................................................... yes

Edit Window ............................................... yes ..................................................... yes

Activity Graph Window .............................. no ....................................................... yes

System Commands ..................................... yes ..................................................... yes

Mouse Sensitivity ....................................... yes ...................................................... yes
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APPENDIX F

STATE OF THE ART

IN AI PLANNING





1.0 INTRODUCTION

This paper addresses the state of the art in Artificial Intelligence (AI) based planning.

The discussion covers a range of activities in the area of planning research but focuses on those

topics which are applicable to the Operation Mission Planner (OMP). The major emphasis is on

planning and scheduling techniques developed for job shop scheduling, although several of the

systems discussed have emerged from other planning domains, such as robot control, experiment

generation, design, and production planning.

The current state of the art in planning has evolved through a series of advances in both

the "plan representation" and the "planning process." A plan can be viewed as a set of ordered

steps which accomplishes the specified goals. The planning process is the series of decisions that

the planner makes in generating the plan. As the state of the art becomes more advanced,

understanding and capitalizing on the differences between the plan and the planning process

become more sophisticated.

The paper is divided into two major sections: classical and alternative approaches to

planning. For our purposes, classical planners are general purpose planners and are based on

goal decomposition. Alternative planners are specialized systems which have marked

distinctions between the plan and the planning process representations. Because of the

evolutionary growth in AI-based planning, the boundaries between classical and alternative

planners are often fuzzy.

2.0 CLASSICAL PLANNERS

Planning has evolved as a special case of general AI-based problem solving. The early

classical planners based their model of planning upon the General Problem Solver (GPS) [15].

The GPS approach to problem solving is to decompose a problem down into smaller, more easily

solved subproblems. Classical planners use this concept in goal expansion. If the planner cannot

immediately satisfy a goal, it looks for a rule that can achieve the goal. The rule will have a set

of preconditions that must be true in order to execute the rule. Each of these preconditions

becomes a new subgoal for the planner. The goals and subgoals are hierarchically linked, where

each goal is decomposed into its descendants. After all the original goals and subgoals are

satisfied, the rules that were used in the decomposition of the goals are translated into the plan

steps.

This hierarchical tree of goals and subgoals represents the plan. The process of building

the tree and deciding which rule to use to expand a goal is the planning process. The current

state of the planning process is directly reflected by the current state of the plan tree. In this type

of planner the current plan and the planning process are tightly coupled.

The set of all possible plan trees is called the solution space. The solution space contains

the final plan along with all the possible intermediate states of the plan. The planning process

searches this conceptual space for the final answer. This concept of searching a space of possible

solutions is common to all planners.
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Thebasicproblemcommonto all plannersis thatthesolutionspacegrowsexponentially
with thenumberof rulesandgoals. This leadsto searchesthattakeextremelylargeamountsof
time. Onemajorthrustin planningresearchis how to accomplishthissearchin areasonable
timespan.

Oneof theearliestplannersto usetheconceptof goalexpansionis STRIPS[]0]. In order
to simplify theproblem,STRIPSassumesthatgoalsarelinear. In otherwords,in orderto
achievetwo preconditionsA andB, theprocessmustfir:stachievesubgoalA thenachieve
subgoalB. This assumesthatthestepsthataccomplish1Lhegoalsdo not interactin sucha
mannerthatthesubgoalsA and B may have to be ordered as first B then A.

STRIPS starts by selecting a rule with which to expand the first goal. STRIPS then

expands the first subgoal created by the first rule. It continues expanding subgoals until the first

goal is completely solved. STRIPS then proceeds to the second goal. This is a depth-first search

of the solution space. During this search the planner can reach a point where it cannot find a

viable rule. The planner then undoes its last goal expansion and tries a different rule. In this

manner STRIPS can explore the entire solution space until it finds a viable plan. This type of

exploration is referred to as chronological backtracking because the decisions are undone in the

reverse order in which they were made. If an incorrect decision is made but not discovered until

much later in the planning process, the planner is forced to search through a very large portion of

the solution space.

In an attempt to alleviate some of the problems associated with chronological

backtracking, the concept of planning by using a hierarclhy of abstraction spaces was introduced

in an extension of STRIPS called ABSTRIPS [31]. In planning systems, hierarchy refers to two

related concepts. Most planners have a hierarchical structure which describes the relationship

of goals and subgoals. This is not to be confused with hierarchical planners which use a

hierarchy of abstraction spaces in developing a plan. ABSTRIPS concentrates on forming a

solution at the most abstract level and then later fills in the lower level details. Thus, it does not

expand a top level goal all the way down to its lowest level's subgoals. Instead, after reaching

the appropriate depth for the current abstraction level it proceeds to the next top level goal. After

completing a plan at this level of abstraction it proceeds to the next level of goal abstraction and

expands the subgoals generated by the previous level's search. This concept allows the planner

to first work out a high-level abstract plan before working on the exact details of the plan.

Certain preconditions can have higher priorities associated with them. This allows ABSTRIPS

to focus its attention on the most important subgoals first.

Linear planners such as STRIPS and ABSTRIPS do not perform well with real-world

problems because interactions generally exist between goals [4]. The interactions between

different goals must be recognized and addressed. Many of the interactions can be resolved by

proper ordering of the plan steps. Instead of immediately specifying the order of the plan steps,

nonlinear planners, such as NOAH [32], keep the steps in a parallel network until forced to

specify an ordering.

The delaying of the ordering of plan steps is a type of least commitment planning.

NOAH uses least commitment to reduce the amount of backtracking needed to find a valid plan.
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By avoidingcommitmentsearlyin theplanningprocesstheplannercanwait until planning
constraintsforceadecision. Otherwisetheplannerwouldhaveto backtrackto thepoint where
thedecisionwasmade.

NOAH alsoincorporatedtheuseof planningcritics into its planningprocess.These
critics analyzea planandtry to identify andcorrectgoal interactionswithout backtracking.The
criticscandirectly manipulatetheplannetwork. Someof thecriticscheckfor nonlocalgoal
interactionandspecifytheorderingof theplannedsteps.Criticsarealsousedto placedomain-
specificknowledgeinto theplanningprocess.Thecriticsexistoutsideof theplan andareonly a
partof theplanningprocess.Thisallowsthehierarchicalplannertoconstructacheap,but
incorrect,planby just consideringlocaldetailandthenusingthecritics to checkfor
inconsistenciesin theplancausedby nonlocalgoalinteractions.

Anotherapproachto containingthesearchis throughtheuseof planskeletons.
MOLGEN [lq, a plannerusedin constructingmoleculargeneticsexperiments,usesplan
skeletonsto simplify thesearchspace.In mostplanningdomainsit takesseveralrulesto
accomplishasingletop-levelgoalwhereeachrule representsadifferent stepin theplan. Each
timetheplannertries to satisfyagoal it mustrederivethepropersetof stepsfrom its setof rules.
However,theremayexistonly threeor four differentcombinationsof stepsthatcanactually
accomplishthegoal. A planskeletonspecifiestheseriesof stepsthataccomplishthestatedgoal.
This skeletonspecifieswhichparametersneedto befilled in andanyconstraintsbetweenthe
parameters.Thus,theplanneris savedfrom inventingtheplansegmentfrom scratch.

Becausechronologicalbacktrackingevaluatesall alternativedecisions,it mustrediscover
contradictionsandregeneratesuccessfulpaths.A moreefficient approachto thesearchis
dependency-directedbacktracking[12]. In chronologicalbacktracking,thesearchengineandthe
factdatabaseareusuallytotally integrated.In dependency-directedbacktrackingthe
implementationof thefactdatabaseis aseparateprogramknownasthetruth maintenance(or
belief revision) system.

Wheneverafact is asserted,thetruthmaintenancesystemrecordswhichotherfactsthis
newfactdependsupon. Thetruthmaintenancesystemthendeterminesif thenewfact is
consistentwith therestof thefactdatabase.If aninconsistencyarises,thetruth maintenance
systeminforms thesearchengine.Thesearchenginecanquerythetruthmaintenancesystemto
find theinconsistentfactsandthefactsuponwhichtheydepend.Thesearchenginecanretract
anyof thesefactsto eliminatethe inconsistency.Thetruthmaintenancesystemwill eliminate
only thefactswhichdependon theretractedfact. If aretractedfact is everreasserted,thetruth
maintenancesystemwill automaticallyreassertanypreviouslyderivedfactsthatdependedon the
reassertedfact. By usingatruth maintenancesystemasearchenginecanimplement
dependency-directedbacktracking.Insteadof undoingdecisionsin theorderin whichtheywere
made,thedependencybacktrackingsearchenginewill only undodecisionsthatarerelevantto
thediscoveredinconsistency.Also, thesystemwill rememberprevioussuccessfulpathsinstead
of rederivingthem. Themajorfunctionof thetruthmaintenancesystemis to ensurethata
programis reasoningwith consistentinformation.
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Earlierplannersviewedtime asasimpleorderingof thestepsin aplan. Theseplanners
canspecifythatstepA hasto happenbeforestepB butcannotspecifyanyexacttimesor
durations.DEVISER[41]introduceda simpleconceptof absolutetimeto planningsystems.
DEVISERcanrepresentthefact thatastephasto startbetween3:00and5:00andthatthestep
will take30minutesto complete. As DEVISERordersthesteps,it reducesthepossiblestart
windowsof thestepsuntil it hasassignedanexactstartti_e for eachstepin theplan. DEVISER
doesnot, however,haveacompletelyflexible representationof time. It cannot,for instance,
reasoneffectivelyaboutaplanstepwhosedurationis afunctionof its exactstarttime.

Temporalcalculusservesasatheoreticalbaselinefor developmentof advancedtime-
reasoningsystems[29]. Temporal calculus is a mathematical formalization which enables

reasoning about time and the partial ordering of plan steps. The planner can assign absolute or

relative times to the planned steps and check for consistency in the assignments. For example,

the planner could assert that Step A must be separated by 5 minutes from Step B. If Step B starts

at 5:00 and lasts for one hour, then Step A must either end at 4:55 or start at 6:05. In theory this

automatic inferring of all possible relationships between the steps is an NP-complete problem [9].

However, some systems, such as the Time Map Manager (TMM) [7], are polynomial rather than

NP-complete in their search. This means that the time that it takes to answer a query is a

polynomial function of the number of facts. Thus, the TMM cannot determine all possible

relationships but can find most of them in a reasonably efficient manner.

FORBIN [8] is a planner built around the TMM; FORBIN incorporates many classical

planning techniques. The TMM serves as a temporal truth maintenance database for FORBIN.

FORBIN uses a plan library of plan skeletons. When a new goal is selected, a skeleton is found

in the plan library. The goal expander expands the goal by filling in the parameters in the plan

skeleton. This expansion is done in a hierarchical fashion which allows the TMM to represent

the whole future to some level of refinement. The TMM uses the constraints to make temporal

predictions on plan viability. However, the TMM is not c_tpable of detecting all of the steps'

interactions. Therefore, FORBIN has a scheduling module; which searches the partially

constructed plan for a totally specified schedule. If a viable schedule is found, FORBIN goes on

to the next goal to be expanded. Thus, the scheduler module in FORBIN acts as a checkout

procedure to ensure that the plan constraints generated so far have at least one possible solution.

The particular parameters chosen by the scheduler will not be enforced, in keeping with a policy
of least commitment.

The evolution of classical planners has been plagued by the search times associated with

remaining general purpose in nature. While several systems have made substantial progress in

this area, they are still unable to solve large real-world problems. The problem is what

mathematicians refer to as NP-complete, which means that any solution in general must use an

exponential search [42]. Most researchers agree that any practical solution must use large

amounts of domain knowledge to control the search. They have so far been unable to place this

type of knowledge in a general purpose planner.

Several specialized planners have arisen from the work in general AI planning. These

alternative systems focus on a particular application of planning. They use techniques that work

only for their given domain. Their advantage is that, for the given domain, these planners can be
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veryefficient. Our discussionwill focuson thosespecializedplannersthataremostapplicableto
OMP.

3.0 ALTERNATIVE PLANNERS

Thespecializedform of planningthatis mostrelevantto theOMPis scheduling.The
emphasisin schedulingis ondeterminingtheplansteps'startandstoptimesandassigning
neededresources.Schedulers,asaspecializedform of planners,areableto performwell by
capitalizingonproblem-specificinformation. To accomplishthis, anappropriaterepresentation
of theproblemdomainenvironmentis essential.Thisrepresentationmustprovideaneasily
utilizedmodelof theconstraint-drivingaspectsof theproblem.

In lesscomplexdomains,therestrictionsimposedby theproblemconstrainthesetof
admissiblesolutionsto theextentthatleastcommitmentandconstraint-propagationtechniques
aresufficientto reachanacceptablesolution. In morecomplexdomains,however,the
schedulingrestrictionsleavetheproblemseverelyunder-constrained.Sincetherearesomany
differentalternativesateachpoint in thesearch,a strictpolicy of least-commitmentand
constraint-propagationwill not succeed.This is especiallytrueof interactionswhichoccurwhen
severaldifferentgoalssimultaneouslyrequestthesametypesof limited resources.It is alsotrue
in oversubscribeddomainswherealegal schedulecannotcontainall thegoals.

A moresuccessfulalternativeto leastcommitmentin highlyunder-constrainedproblems
is to makecommitmentsregardingspecificschedulingdecisionsearlyin thesearchprocess.
Usingthisphilosophy,thecontrolof theplanningprocessbecomestheproblemof determining
theorderin whichto makecommitmentsor, alternatively,determiningwhich constraintsshould
berelaxed.Managingthecomplexityassociatedwith thisapproachto real-worldproblems
dependsuponeffectiveutilizationof knowledgeaboutdomain-specificconstraints.

ISIS [18]is aplanningsystemwhich worksonjob shopscheduling.ISISmodelsjob shop
schedulingastheallocationover timeof afinite setof resourcesto specificmanufacturing
operations.Schedulingis viewedasa synthesistaskin which it is infeasibleto exploreall viable
alternatives.Therefore,"the role of constraintsmustbeextendedbeyondtheconceptof
'winnowing' anenumeratedsetin orderto reducethecombinatoricsof thesearchprocess."

Theplanningprocessin ISISis dividedinto twoparts:determiningtheappropriate
sequenceof stepsandassigningtherequiredresourcesandtimeintervalsto thestepsselected.
Theschedulingis a constraint-drivenprocesswhichhastwo classesof constraints.Thefirst class
of constraintsis schedulingrestrictionsthatserveto delineatethespaceof possibilitiesin
developingaschedule.The secondclassof constraintsprovidesschedulingpreferencesfor
differentiatingamongpossibleschedulechoices.

ISISusesahierarchicalsearchparadigm.Thefirst abstractlevel is basedon resource
capacity.Thisproducestime-boundconstraintsfor the lower levels.In thedetail levelsthese
time-boundconstraintsprovidea"periscopeeffect" on thesearch.Theyallow thelocaldetail
searchto considermoreglobaleffectsof a commitment.
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ISISexploresalternativeschedulesbasedona beamsearchparadigm.At each:iteration
in thesearchprocess,ISIS retainsandextendsonly theN bestpartialschedules.Constraintsand
preferencesareusedto differentiateamongalternatives.Constraintsleadingto a decisionare
maintainedto restrictthefinal determinationof aparticularorder's schedule.

Therearevariousperspectivesthata plannercanusein buildingaschedule.ISIS usesan
order-basedperspective.In anorder-basedperspectivetheplannertakesanorderandassignsthe
timeslot andresourcesto thatorderbeforeworkingonanotherorder. On theotherhand,a
resource-basedperspectiveviewsschedulingasacollectiionof resources.Thesystemrestricts
theschedulingprocessintodevelopinga singleresourceata time. SinceISISusesanorder-
basedperspective,it cannotmakeuseof tacticsthattry to resolveresourcebottlenecksbefore
trying to resolveconflicts in theotherresources.

OPIS[34]is ajob shopschedulerthatgrewoutof theexperiencewith ISIS. OPIS
implementsmultiple schedulingperspectives.It incorpol:atestheorder-basedperspectiveusedin
ISIS andaddsaresource-basedperspective.Theresource-basedperspectiveis usedto focusthe
searchon theresourcebottlenecks.After theresourcebottleneckshavebeenscheduled,OPIS
shiftsto anorder-basedperspectiveandfinishesschedulingtheremainingorders.

Thecurrentimplementationof OPISusesablackboard-stylearchitecture.The system
organizationconsistsof knowledgesources(KS) which implementalternativescheduling
strategiesandmaintainthecurrentschedulehypotheses.A resource-basedor order-based
perspectiveis providedby centralizedblackboardmanagementandevent-basedcontrol. The
centralizedblackboardmanageris solelyresponsiblefor maintaininganaccuratedescriptionof
thecurrentstateof acandidateschedule.Theevent-basedcontrolmanagercontrolstheproblem
decompositionandcoordinationof theschedulingprocessin anopportunisticfashion. A
hierarchyof eventtypesprovidesabasisfor structuringtheevent'scontrolknowledge.This
knowledgeis usedto focusthesearch.

Within its control structure,OPISis ableto performresource-basedandorder-based
scheduling.It hasacapacityanalyzerwhich generatespredictionsof likely areasof high
resourcecontention(bottlenecks).This functionprovidesthebasisfor dynamicsearchcontrol
andenablesOPISto exploit theresource-basedschedulingperspective.

Overtheyearsmanyalgorithmsfor schedulinghavebeendeveloped.Someof themost
populararedynamicprogramming,hill climbing,andsimulatedannealing.All thesealgorithms
containtheconceptof evaluatinga scheduleandtrying to optimizethisevaluation.

DynamicProgrammingwasdevelopedasapartof operationresearch.It is guaranteedto
find anoptimal solution. It is alsoguaranteedto beanNP-completesearch.Dynamic
programmingcanalsobeusedto find nearlyoptimal solutionswith lesscomputationaleffort.
Thesearchis terminatedwhena solutionis foundin a specifiedrange.

A simplertechniqueis thehill climber. A hill climbertakesascheduleandmodifiesone
of its parametersat atime. If thiscausestheevaluationof thescheduleto improve,thenthe
modifiedschedulebecomesthenewmasterschedule.If theevaluationfunctionis thoughtof in
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termsof hills and valleys on a space of all possible schedules then a hill climber simply starts at

some point and climbs until it reaches some maximum point. This point is a locally optimal

schedule but not necessary a globally optimal schedule.

The simulated annealer technique derives its name from the software simulation of the

crystallization of metals. When an atom crystallizes, it tries to achieve a local energy minimum

much like a hill climber. During the annealing process, however, the thermal energy adds a

random value to the energy. This is simulated in software by adding a random value to the

evaluation of the system. As the metal cools, this random value decreases until the system
becomes a simple hill climber. The advantage of a simulated annealer is that it can find a more

global maximum than a hill climber. It is not, however, guaranteed to find the optimal solution.

None of these techniques used alone can do a realistic job in scheduling large problems.

It is, however, common to combine these techniques with control heuristics. These heuristics try

to direct and limit the search that is performed by one of these techniques.

There are many control heuristics for scheduling derived from operation research. Many
of these heuristics try to make predictions about the future state of the schedule so that current

decisions will avoid future bottlenecks. In making an effective local commitment, it is necessary

to have some prediction of its global impact on the plan both now and in the future development

of the plan. Some schedulers such as RALPH (Resource Allocation Planning Helper) [24] and

OPT (Optimize Production Technology) [26] accomplish this by performing two passes over the

schedule. Each of the two passes starts with the goals and builds a new schedule. The first pass

uses a simple scheduling algorithm and ignores some types of conflicts. The intent is to gather

information about the resource capacity of the schedule. This resource capacity schedule is then

used to make predictions about which events and time regions will cause the most problems.

The second pass then starts from scratch and rebuilds the schedule again by using a more

sophisticated technique. The planner uses the predictions generated by the first pass to make its

scheduling commitments in such a manner as to avoid the problem areas found in the first pass.

Both RALPH and OPT use a resource capacity scheduler for their first pass. RALPH
then uses a dynamic program for the second pass. The evaluation function tries to minimize

conflicts with the steps that have been scheduled and tries to minimize overlap with high use

areas identified by the first pass. In both the first and second pass RALPH uses an order-based

perspective. After it has finished its first pass, OPT identifies the bottleneck resources. OPT's

basic assumption is that there are generally five or six bottleneck resources, but which resources

are the bottlenecks depends on the particular schedule. OPT then uses a simulated annealer to

schedule the bottleneck resources. After the resource bottlenecks have been scheduled, OPT

uses a resource capacity scheduler, much like its first pass, to finish up the remaining orders.

Thus, OPT's second pass uses both a resource-based perspective and an order-based perspective.

By using this two-pass approach both RALPH and OPT have been used to solve real-world

scheduling problems.

Plan-It (Plan Integrated Timelines) [3] is a multi-pass scheduler. The tasks are first

scheduled using a simple resource loading technique. Then Plan-It has a set of hill climbers that
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canbe invokedon theschedule.Eachof thesehill climbersfocusesonadifferentaspectof the

schedule. The selection of the hill climber is left to the human expert running the system.

4.0 SUMMARY

The most advanced planners discussed are FORBIN, OPIS, and OPT. These planners

combine several different approaches to planning. No one approach can, by itself, succeed in

any large domain. Both OPIS and OPT divide the resources into bottleneck and non-bottleneck

resources. They then use different planning techniques on each of these classes of resources.

However, both these systems must perform some search before they can successfully divide the

resources.

All three planners use heuristics to try to contain the search. However, just using

heuristics is not enough. The heuristics cannot see far enough into the future devolvement of the

schedule. FORBIN and OPIS use hierarchical planning to develop a high-level abstract plan

before doing the detail plan. FORBIN has a scheduling module which alerts the planner to a bad

decision early in the search process. OPIS, also includes a pre- and post-search which identify

possible problems. OPT carries this idea to include an independent first-pass search. To know

which scheduling decision to make, one needs to have already created the schedule.

Planning research started out with general purpose planners and planners that found

optimal schedules. These planners could not solve large real-world planning problems. The

search space grows too fast, and not enough is known about general purpose search control. The

current research focuses on adding domain-specific knowledge to control the search. These new

planners combine several different techniques in a effort to add this domain-specific knowledge.

Existing high-performance planners are specialized to a single specific problem domain.

As the various planning techniques are combined and extended, one should see the emergence of

multi-domain planners that are capable of handling real-world problems.
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INTRODUCTION

Scheduling science experinaents for such projects as Viking, Voyager, and Spacelab

consumes a large amount of time and manpower. Whenever the Voyager spacecraft encounters a

planet, the science experiments nmst be preplanned and ready to execute. This is a difficult

scheduling problem due to the number and complexity of the experiments and the extremely
limited resources of a spacecraft.

Since very few opportunities for space science exist, the major goal of mission

scheduling is to maximize the number of science experiments that can be performed using the

limited resources of the spacecraft. The total amount of requested experiments can be several

times the amount that the project can accomplish.

Not only are schedules oversubscribed, they are also dynamic. Although the Voyager

spacecraft was built and launched years ago, the flight rules governing the use of the spacecraft

have changed. As the scientists learn more about their objectives, the experiment requests are

updated. Thus, the mission schedule is a dynamic entity.

The Jet Propulsion Laboratory (JPL) has performed mission scheduling for many years

with a variety of deep space flight projects. The effort in scheduling an entire project such as

Voyager can be measured in man-centuries. Because of this huge cost, JPL has been researching

advanced software-scheduling systems for several years (e.g., Deviser, Plan-It, Switch, Ralph).

Our current research, the Operations Mission Planner (OMP), is centered on minimally

disruptive (non-nervous) replanning and the use of heuristics to limit the scheduler's search

space. This paper addresses some of the problems pertinent to mission scheduling. It then

defines iterative refinement, one of the basic design goals of our current research. This work has

been greatly influenced by discussions with, and the observations of, the expert mission

schedulers for the Viking, Voyager, and Spacelab projects.

MISSION PLANNING

Mission planning, for space systems such as Voyager, Viking, and Spacelab, is the

process of scheduling large sets of science experiments to be conducted on board the spacecraft.

This type of planning is a forna of resource scheduling. The requested tasks consist of the

science experiments, while the resources are the various components of the spacecraft needed to

perform the science experiments. The Mission Sequence Team must devise a schedule which
achieves the maximum science return.

An experiment fs accomplished by executing a series of steps on board the spacecraft.

Each of these steps utilizes several of the resources available on the spacecraft. Temporal

relationships exist between the steps which compose a task and between these steps and the

absolute time of the mission. This includes precedence ordering between the steps (as well as the

absolute time) and windows of opportunity for the task. There may also exist some resource

constraints between the steps of a task. For example, a task may require that the same astronaut

perform all the steps in a single experiment aboard Spacelab.
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Legaltaskdecompositionsareprovidedin advanceto thescheduler.For Spacelab
missions,thetasksaresubmittedto theschedulingteamalreadydecomposedinto thelegal series
of steps.For Voyager,two or threedifferent seriesof stepsmayexist thatcouldaccomplisha
task,but thesealternativetaskexpansionsareknownin advanceof thescheduling.The
schedulerdetermineswhenataskwill occur,which of thepossibleresourcesit will use,andthe
globalutilization of thevm'iousspacecraftresourcesthroughtime.

The sheersizeandcomplexityof a spacecraftmissionmakesmissionschedulinga
difficult process.TheVoyagerspacecraft'snearencounterwith Uranus(thephaseof the
encounterattheclosestapproachto theplanet)wascomprisedof approximately175different
experimentsconductedduringa48-hourperiod. Theinitial missionsequencewasgeneratedby
ateamof 30peopleovera six-monthperiod. An additionaltwo to threemonthswasspent
modifying this initial missionsequence.

Theresourcesof all science-gatheringspacecraftarehighlyoversubscribed.Thenumber
of requestedtasksgreatlyexceedsthespacecraft'sabilities. Therearesimplytoo many
importantexperimentsto beaccomplishedusingthelimited resourcesof thespacecraft.As a
result,manyof therequestedtasksarenot includedin the.schedule.Oncedeveloped,the
scheduleis critiquedby themissionscientistsbasedon thetotalsciencereturnwhichcanbe
accomplishedusingthatsequence.Becauseof thehighcostof thespacecraftmissionandthe
limited opportunityfor planetaryencounters(e.g.,theVoyager-typeGrandTourof thesolar
systemcanbedoneonly aboutonceevery175years,due',to theuniquealignmentof theplanets
thatmakesit possible), thegoalof theentireschedulingprocessis to maximizethetotalscience
returned.

Missionschedulingis ahighly underconstrainedplanningproblem. Thereexistmany
different,legal schedulesthatcansatisfythesamesetof requestedtasks.Themostimportant
criteriausedto judge thescheduleareits impacton thehealthof thespacecraftandthetotal
sciencereturned. Themissionschedulingteam'smainconcernis how to achieveasmuchas
possiblein the limited time andlimited resourcesof a mission. Theschedulersdo notperform
anexhaustivecheckof the legitimacyof theschedule.Ol:hermissionspecialistsverify the
scheduleandusealargesetof detailedsimulationsto testit. Thesespecialistsoftenrequest
changesto thescheduleto protectthehealthof thespacecraftandensurethesuccessof the
mission.

Classicaloptimizationtechniquesarenotableto handleschedulingin this largecomplex
domain. Advanceschedulingsuchasreplanning,heuristicplanning,anditerativeplanningare
usedby experthumanschedulersto supportmissionplanning. Techniquesfor formalizingthese
conceptsandincorporatingtheminto anautomatedmission-planningsystemareneededand
form themajor thrustof thisresearch.

REPLANNING

Sincetheworld isnot astaticplace,replanningis afunctionalrequirementfor
scheduling.Eventsin therealworld changetheassumptionsuponwhichaplanis based.These
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eventscanbespectacular.For example, thefirst picturesreturnedby Voyagerof Jupiter's
moon,Io, showedavolcaniceruption. Themissionscientistsimmediatelyrequestedchangesin
Voyager'sscheduleto obtainmoreinformationon this totallyunexpectedevent. Most events
are,however,moremundaneandhappenwell in advanceof theencounter.

During theflight, thespacecraftengineersconstantlymonitorthespacecraft.Depending
onhow thespacecraftdegradesduring thelong flight, theywill modify theflight rulesgoverning
theuseof thespacecraftresources.Thesemodificationsareintendedto protectthehealthof the
spacecraftandensurethesuccessof themission. Themodificationof theflight rulesgoverning
theuseof thespacecraft'sresourceswill, in mostcases,requiremodificationsto theschedule.

A currentlypopularapproachto automatedreplanningis to simply planagain. The
knowledgebaseandinput tasksareupdatedandthesoftwarescheduleris rerun. Thesoftware
schedulerthenproducesanewschedulewhichaccomplishesthenewtasksusingthemodified
resources.Eachtimetheschedulerruns,however,aradicallynewscheduleis produced.

Thisapproachleadsto nervousreplanning.Thisnervousbehaviorarisesdueto the
underconstrainednatureof theschedulingproblem. For anymissionscheduling-typeproblem,
thereexistmanyacceptablesolutionsthatareradicallydifferent. Any change,howeverslight,in
theplanner'sinputsmaycausetheplannerto exploreanentirelydifferent sectionof thesolution
space.Thischangein thesearchwill, mostlikely, leadto ascheduleradicallydifferent from the
original schedule.Missionplanninghasbeenshownto be extremelyinput-sensitive.

If theschedulewerethefinal outputof thesystem,nervousreplanningmight betolerable.
But themission-planningschedulesareaninput to manyotherprocesses.In missionoperations,
ascheduleis an input to a largeevaluationandverificationprocess.Theverificationand
simulationof thescheduleto guaranteethattherearenohiddeninteractionsthatmightjeopardize
thehealthof thespacecraftmaytakeseveralman-years.

For aschedulerto survivein anoperationalenvironmentit mustbecapableof making
smallchangesto anexistingschedule.If theinferenceenginemustdoextensivebacktrackingin
orderto changeatask,thenthescheduleris destinedto exhibit nervousreplanning.Theold
schedulemustthereforebean inputto thescheduler.Theschedulerknowledgebasemust
includetheoperationalcostof makinga changeto theexistingschedule,andthescheduling
inferenceenginemustaccommodatethisoperationalrequirementfor non-nervousreplanning.

HEURISTIC PLANNING

In spacecraftscheduling,thethreemajor sourcesof planningknowledgearethemission
scientists,thespacecraftengineers,andthemissionschedulers.Thescientistsdefinethetasks,
therelativepriority of thetasks,andhow thetaskscanbeachievedusingtheresourcesof the
spacecraft(taskdecompositions).Theengineerssetup theflight rulesdefiningthe spacecraft
resourcesandinteractionsbetweentheresources.Theycreateglobalrulesandpreferencesfor
schedulingthespacecraftbasedon their knowledgeof theunderlyingphysicalandoperational
constraints.Forexample,onerule mayrequiretenminutesof quiettime for every two hoursof
continuousactivity. Therulesmaybesoft. Forexample,a schedulermayreducethequiet time
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to six minutes(insteadof therequiredtenminutes)in a two-hoursegmentto meettheneedsof a
high-priority experiment,but thenext two-hoursegmentmusthaveits tenminutesof quiet time.

Theothermajorsourceof knowledge,themissionscheduler,providesmetaknowledgeon
howto scheduleandtheprocessof scheduling,asopposedto directknowledgeaboutthetasksor
theresourcesof theplan. This knowledge(usuallyencapsulatedin heuristics)allowsthe
schedulerto focusthesearch.Without this, thelargesearchspacefor missionschedulingwould
notallow a solutionto befoundin areasonabletime.

This metaknowledgedescribeswhichtasksandresourcesto considerfirst, whereand
whento searchfor alternatives,andto whatdepthtoextendthesearch.Capturingthis
metaknowledgein a software-schedulingengineplacesmanyrequirementson thesoftwaretask
andresourcemodelsandon theinferenceengineschedulingprocess.Thethrustof our current
researchis to definetherepresentationsandplanningprocessesnecessaryto capturethis typeof
metaknowledge.

Manyexpertheuristicsassumethat theschedulerknowswhichresourcesarethe
bottlenecks.Thebottleneckresourcesvaryoverthedurationof theschedule.Forexample,the
databandwidthto Earthmaybecritical attheendof a schedule,while electricpowermaybe the
bottleneckat thebeginningof aschedule.

Along with bottleneckresources,theexpertschedulerreasonsabout"difficult" tasks.
Thesetasksincludethosethat"seem"like theyshouldfit into theschedulebut takealarge
percentageof theschedulingeffort to plan. Thedifficult tasksgenerallyfall into theintermediate
priority rangebecausehigh- andlow-priority tasksareeitherforcedinto thescheduleor left out
duringearlierprocesses.Thesetasksdonotcausealargeresourceconflict in theschedulenor
do theyfit into anyobviousplaceon theschedule.Theydo,however,requiremostof the
scheduler'stime.

RESOURCETIMELINES

Theexpertschedulerdoesnotknow apriori whichresourceswill bethebottlenecksat
anygiventime in theschedule.This informationdependson theexactconfigurationof the
resourcesandtherequestedtasks.To predictwherethebottleneckswill occur,thescheduler
usessomesimpleplanningheuristicsto build a first passof theschedule.This first passwill
containmanyresourceconflicts. Areasof highresource-conflictsarecandidateresource
bottlenecks.

In manytypesof planners,aconflict in theresourcescorrespondsto alogical
inconsistencyin theplanrepresentation.Forthesetypesof planners,aresourceconflict :mustbe
resolvedassoonasit is identified. In theplannersthatarecurrentlybeingdeveloped,the
plannermustbeableto representconflictsin theschedule.A conflict is notedon theresource
timelines,andtheinferenceenginecanlaterusethis informationto locatetheresource
bottlenecks.
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Theexpertschedulerstrackresourceutilization with asetof timelines. Thereare
separatetimelinesfor eachresourceon thespacecraft.Theseresourcetimelinesshowthe
resourceutilization andthestepsrequestingtheresource.Thetimelinesflag anyresource
conflicts.

We areworkingonsoftwarewhichwill explicitly maintaintheseresourcetimelines.
Eachresourcetimelineis atemporaldatabasewhich trackstherequestingstepsandthetotal
resourceutilization. Theresourcetimelinescanbequeriedto find thevariousoversubscribed
temporalregions. Whenevertheparametersof asteparechanged,theappropriateresource
timelinesareautomaticallyupdated.Thestepswhichcomposeataskcontainthe intratask
constraints.Therefore,it is notpossibleto modify astepin suchamannerto makeatask
inconsistentwith itself. However,taskscanbe representedin aschedulewhich is inconsistent
dueto theresourceconflicts.

Theability to representconflictsis very importantfor missionscheduling.Theinitial
schedulethatis publishedusuallycontainsresourceconflicts. Theseconflictsarisefrom high-
priority taskswhich theschedulerdoesnothavetheauthorityto deletefrom theinitial schedule.
Instead,theschedulernotesthesescheduleswhich thengoto high-levelconflict resolution
meetings.Theability to explicitly representresourceconflicts is alsonecessaryto allowdirect
capturingof theexperthumanscheduler'smeta-schedulingknowledge.

Sincethetasksinteractonly throughtheresourcetimelines,in somesensethetasksare
independent.It ispossibleto modify apreviouslyscheduledtaskwithout backtrackingor
updatinganyotherscheduledtask. Modifying a previouslyscheduledtaskmaycausesome
resourceconflicts,butat certainstagesof theschedulingprocess,thatis acceptable.The
schedulerhastheability tojust notetheconflictsfor later stagesof processing.

ITERATIVE REFINEMENT

Iterativerefinementis atechniqueusedbyexpertspacecraftschedulers.The scheduler
first laysout thehighly constrainedtasksoverwhichhehaslittle or nocontrol. This formsa
backgroundagainstwhichtherestof theschedulingisdone. Theschedulerthenplacesthetasks
which impactlargeportionsof theschedule.Thesemay,for example,beaseriesof tasksthat
haveto beperformedatexactlyone-hourintervalsovera largeportionof theschedule.Any
changesto this typeof taskwouldcausechangesto mostof theschedule.If theschedulergets
stucktrying to placesuchatask,hemayelectto moveit, butonly asalastresort. Next,the
schedulerpositionsthehigh-priority tasks,minimizing thenumberof conflicts. Finally, to
completetheinitial loadingprocess,theschedulerplacestheremainingtaskson theschedule.
If, at thispoint, someof the lowerpriority tasksdonot fit easily,theschedulermaysimply
ignorethem.

After the loadingprocessis done,thescheduleis 80percentcomplete(in thesensethat
mosttasksarein theirfinal positionon theschedule),althoughsomeresourcecontentionsmay
still exist. The schedulerhasonly spentabout20percentof thetotal schedulingtimeat this
point. The schedulerwill spendtheremainingtimetrying to fit a few moretasksinto the
scheduleandtrying to resolveresourcecontentions.
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Up to thispoint in theschedulingprocess,thesclhedulerhasbeentaskoriented. Now the
schedulerbecomesmuchmoreresourceoriented.Theschedulerfocuseson thetaskswhich are
causingresourcecontentionson aparticularresourceandin a particulartimeregion. After this
areais fixed, theschedulermovesto another.Usingthis typeof planning,thescheduleriterates
theschedulerepeatedly,eachtimerefining it a little more. After eachpassthroughtheschedule,
thescheduleris willing to doadeepersearchonanysingletaskbecausethetotal numberof tasks
needingto besearchedwill decrease.

By focusingonjust oneareaata timetheschedulermayfix a portionof theschedulejust
to causeconflictswhenthenextportionof theschedule:isprocessed.After severaliterations,a
smallsetof taskswill circulatethroughtheproblemareasof theschedule.In this stage:of
scheduling,thescheduleronceagainbecomestaskoriented.Theschedulerfocuseson thissmall
setof hard-to-placetasksandperformsthedeepestsearch.Thescheduleraddressesanychain
reactionsresultingfrom movinga specifictask. In Voyagerscheduling,thisreasoningrecurs
aboutthreelevelsdown. In Spacelabsciencescheduling:,thedepthof cutoff is aboutfour levels
down. It is importantto realize,however,that atthispoint theschedulerhasasmall list of tasks
to try. Thescheduleralsorestrictstheimpactedtasksto thosethatseemflexible.

In thefinal stageof processing,theschedulerlooksfor underutilizedareasof the
schedule.Theschedulerchecksthelist of unscheduledtaskslookingfor ataskthatcoulduse
theseresources.This unscheduledtaskwill, mostlikely, not fit directly into theschedule
without causingsomeconflicts. Otherwise,thetaskwouldhavebeenscheduledearlierin the
process.Theschedulertries to adjustsomeof thetasksin theunderutilizedareasin orderto
makeroomfor theunscheduledtask. Thismayinvolvea seriesof shifts,butsinceboththetask
andtheunderutilizedareashavebeenidentified,it is atightly focusedsearch.

Thescheduleis thenevaluatedby themissionscientistsfor its totalsciencereturn. The
scientistsnegotiatewith oneanotherandwith theschedulingteamaboutwhichtasksto include
in thefinal sequence.Theresultsof thenegotiationsmustbereflectedin theschedule.
Therefore,theevaluationprocessfollowing thegenerationof the initial scheduleoftenresultsin
requeststo changetheschedule,andhencetherequirementfor thereplanningcapability
discussedearlier.

Iterativeplanningconsistsof aseriesof technique.s.Eachtechniqueis responsiblefor a
differentaspectof theoverall planningprocess.Thefirst of thesetechniquesroughsout theplan
andidentifiesareasof highresourceconflict. Thelater techniquesusetheknowledgeof the
resourceconflicts torefine theplanandsolvemanyof thescheduleproblems.Thefinal
techniquestry to solvethelastof theconflictsand"optirrfize" theplan.

By specializingtheplanningtechniques,eachtechniquecanbemademoreefficient. For
example,thefirst techniqueswill useshallowsearchesoverabroadspectrumof tasks. Later

techniques will use deeper searches, but the search will only be applied to a limited number of

tasks. They will use knowledge about the particular schedule (i.e., the current resource conflicts,

those tasks which have changed most often in the scheduling process) to constrain the search

space. The techniques will employ either a shallow and broad search or a deep and narrow
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search.If aplannermustperforma broadanddeepsearch,it will notbeableto computethe
schedulein anyreasonabletime.

CONCLUSION

This iterativeplanningapproachto schedulingarosefrom attemptsto heuristically
controlthesearchspaceof missionscheduling.Thesourceof theheuristicswerethehuman
schedulersof Voyager,Viking, andSpacelab,who providedinformationon thestagesof the
schedulingprocess.Earlierstagesareconcernedwith "roughingout" theschedule,placingmost
of thetasks,andidentifying thetroubledareas.Later stagesthenuseschedulingheuristicsto
refine theexistingschedule.

Most of theseheuristicsassumethattheschedulerknowswhichresourcesarethe
bottlenecksandwhich tasksarecausingthemostdifficulty for thescheduler.Thebestway to
identify thesecritical resourcesandtasksis from thescheduleproducedby theearlier stages.In
orderto know whatto try next,onemustalreadyknow whattheschedulewill belike.

Iterativeplanningassumesthattheinformationgainedby earliertechniquescanbeused
by thelater techniquesto constrainthesearchspace.Iterativeplanningalsoassumesthatthe
schedulewill notbechangeddramaticallyby thelater techniques.Theseassumptionsseemto
holdfor themission-schedulingdomain,which is extremelyunderconstrained.Thereexistmany
possibleschedulesfor asinglesetof requestedtasks.Two differenthumanschedulerswill
producetwo verydifferentbutequallyacceptableschedules,giventhesamesetof requested
tasks. If, however,onehumanschedulermustmodify anotherperson'sschedule,thebasic
structureof theschedulewill notbemodified. Therefore,expertschedulersnormallyperform
non-nervousreplanning.

Ourresearchat JPLiscenteredonheuristicmissionscheduling.By usingresource
timelinesto representthescheduleandto build acontrolstructurethatis capableof supporting
iterativeplanning,wehopeto produceaschedulerthatcanperformnon-nervousreplanning.
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Abstract

The intelligent use of scheduling heuristics can enable the production of effective schedules in

spite of the inherent intractability of scheduling in complex, real-world domains. In order to

effectively use these heuristics, information is needed on the current state of the evolving

schedule. One method to obtain this information is to use chronologies--limited histories of the

scheduling process. The chronology-directed search is an important component of the heuristic

approach to automated scheduling.

1.0 Introduction

The planning and scheduling requirements for NASA deep space missions are extremely time

and labor intensive. For major events, such as the Voyager II encounter with Uranus in 1986, the

generation of acceptable schedules takes work-decades of effort 1. Difficulties in scheduling arise

from the sheer volume of possible interactions among requested science tasks. The number of

requested tasks far exceeds the capabilities of the spacecraft, resulting in highly oversubscribed

spacecraft resources. The scheduling process is made even more difficult because the problem

space is underconstrained. The constraints on the domain are insufficient to narrow down the

scheduling choices; therefore, virtually limitless numbers of acceptable schedules are possible.

The inherent intractability 2 of the Voyager-type scheduling problem renders the classical

approaches to automated scheduling ineffective. Our research has centered on using powerful

control heuristics to guide the search. Most of these control heuristics need knowledge of the

schedule to be effective. For example, the identification of the most highly oversubscribed

resources is critical in guiding the search process. The approach presented in this paper uses a

history of the planning process to assist in identifying this type of knowledge about an evolving
schedule.

The research presented here is based on the Operations Mission Planner (OMP) project. The

OMP is an iterative planner which makes a series of passes over the schedule. Each pass further

refines the schedule by performing a deeper, bat more narrowly focused, search. The purpose of
these iterations is to use the information gathered during the previous passes to guide the current

pass. This information is kept in a variety of data objects, chronograms, referred to collectively
as the Chronology.

In this paper, we present first an overview of heuristically controlled iterative scheduling. We

then define chronologies and the role they play in the OMP approach. Next, we discuss how

chronologies are being implemented and the impact this approach has on the OMP architecture.

Finally, we present some future research issues.

2.0 Overview of Heuristically Controlled Iterative Refinement

Iterative refinement is a technique based on the methodology used by expert human 3 spacecraft

schedulers. Human schedulers construct a schedule by first building a framework of the

schedule. This framework is analyzed and refined by a series of different planning techniques 4.

The human schedulers work in phases--using different techniques in each phase, depending on
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their assessmentof theschedule.Thesephasesaresummarizedin Figure1andarediscussedin
thefollowing sections.

2.1 Initial Loading Phase

The scheduler first lays out the highly constrained tasks and the tasks which impact large

portions of the schedule. The latter may, for example, be a series of tasks that have to be

performed at exactly one-hour intervals over a large portion of the schedule. Any change to this

type of tasking causes changes to most of the schedule. In the latter phases, the scheduler may

elect to move these tasks, but only as a last resort. This forms a skeleton against which the

remaining scheduling is done. Next, the scheduler positions the high-priority tasks, minimizing

the number of conflicts. Finally, to complete the initial loading process, the scheduler places the

remaining tasks on the schedule.

During the initial load, the scheduler is using simple techniques to place tasks in the schedule.

The goal for this phase is to build up an initial schedule wlhich is refined by later scheduling

phases. The scheduler is not concerned with creating a conflict-free schedule at this point,

although some of the simpler conflicts may be resolved during this phase.

Phase

Initial Load

Produce Initial

Draft Schedule

Conflict-Centered

Identify
Bottlenecks

Bottleneck-Centered

Classify
Bottlenecks

Optimization

Identify "should-fits"

Opportunity search

Event Handler

Identify Planning

Stage

Initiate Replanning

Minimize Disruption

Input

List of Tasks

Resource Descriptions:

Initial Load Schedule

Draft Schedule

Draft Schedule

List of DeletedTasks

Executing Schedule
Event

Focus

Tasks

Shallow

Entire Schedule

Resources

Shallow

Individual Resource

Bottlenecks

Deeper
Time Intervals

Individual Tasks

Deepest
Individual Task

Event

Variable depending

on Replanning
Phase

Heuristics

Very Fast

Very Simple
Moves

Simple
Move

Delete

Complex
Move

Delete

Complex
Move

Delete

Interleave

All of Above

Output

Initial Schedule

Draft Schedule

80% in

place

Draft schedule

96% in place
Conflict Free

Completed
Schedule

Conflict Free

Modified

Schedule

Figure 1. Iterative Planning Phases
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2.2 Conflict-Centered Phase

During the initial load process the scheduler has been task oriented. For the next two phases the

scheduler becomes resource oriented 5. In the conflict-centered phase, the scheduler will identify

intervals on individual resources which have significantly high levels of conflict. The scheduler

will resolve the conflict in these areas, making note of how this affects the other resources and

time regions of the schedule. Using this type of planning, the scheduler reiterates on the

schedule, each time refining it a little more and gaining additional information on interactions.

At the end of this stage, the schedule is 80% complete 6 (in the sense that most tasks are in their

final positions on the schedule), although some resource contentions still exist. The scheduler

has spent approximately 20% of the total scheduling time. The scheduler will spend the rest of

the scheduling time trying to resolve the remaining resource contentions and fit a few more tasks
into the schedule.

2.3 Bottleneck-Centered Phase

At the end of the conflict-centered phase, the scheduler has identified the bottleneck regions --

time intervals on various resources with high levels of contention and substantial resource

interaction among the involved tasks. These bottlenecks become the focus of future scheduling

efforts. Rather than search over the entire schedule, the scheduler can concentrate its efforts on a

group of small sections of the schedule.

By focusing on just one bottleneck at a time, the scheduler may apply a deeper search without

spending exorbitant amounts of time. The scheduler will use the chronology to classify the

bottlenecks according to size, complexity, and total amount of oversubscription. Depending on
the classification of the bottleneck, the scheduler will use different heuristics to control the

search. An example of this process is given in Section 3.0. At the end of this phase the schedule
is conflict-free.

2.4 Optimization Phase

In the final phase of constructing a schedule, the scheduler once more becomes task oriented.

After several iterations, a small set of tasks will have circulated through the problem areas of the

schedule. There is a high probability that these tasks were deleted late in the bottleneck-centered

phase. The scheduler focuses on this small set of hard-to-place tasks and performs the deepest

search. The control heuristics will direct the search to regions of the schedule where little effort

has been previously applied.

Unlike the earlier phases, the search immediately focuses on any conflict which results from

modifying a task. Thus, if modifying a task causes a conflict, the search will continue by trying

to modify the other tasks involved in the new conflict. The control heuristics restrict the depth so

the search will progress through only a small number of tasks.
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Theoptimizationphasedoesnotproduceanoptimizedschedulein theclassicalmathematicsand
operationsresearchsense.Rather,optimization,in ourcontext,refersto fitting in additional
tasksafteraconflict-freeschedulehasalreadybeenproduced.

2.5 Event-Handling Phase

Schedules often must be revised during execution to reflect changes in the operating

environment, such as equipment failure and changes in tasking. For example, when Voyager

first returned images of Jupiter's moon, Io, showing unexpected volcanic activity, scientists

generated new tasks to observe this phenomenon. Using l:he iterative, multiphase approach, the

scheduler can react to these events by simply returning to the appropriate scheduling phase. If a

few new tasks are requested, the scheduler would support those tasks by returning to the

optimization phase and using existing knowledge about the schedule to fit in the relatively small
number of tasks.

If, however, the event is a catastrophic failure of an important, limited resource, then the

scheduler would be required to make more drastic changes. Because information relating to

resource usage would no longer be valid, the scheduler would have to return to one of the earlier

phases. The scheduler, however, would not change those portions of the schedule which do not
interact with the failed resource.

2.6 Summary

Iterative planning consists of a series of scheduling phases. Each phase is responsible for a

different aspect of the overall planning process. The first of these techniques roughs out the plan

and identifies areas of high resource conflicts. The later techniques use the knowledge of the

resource conflicts to refine the plan and solve many of the scheduling problems. The final

techniques try to solve the last of the conflicts and add a few more tasks. Once the schedule is

executing, changes are accomplished by reverting to the appropriate planning phase and making

use of the information available on the schedule up to that point. During each phase, the

scheduler cycles through its scheduling activities until it determines that a change in phase is

appropriate, as shown in Figure 2.

By specializing the planning techniques associated with each phase, the techniques can be made

more efficient 7. For example, the first techniques use shallow searches over a broad spectrum of

tasks. Later techniques will use deeper searches which are applied to only a limited number of

tasks. They will use knowledge about the particular schedule (i.e., the current resource conflicts,

which tasks have changed most often in the scheduling process) to constrain the search space.

The techniques will employ either a shallow and broad search or a deep and narrow search. If a

planner must perform a broad and deep search, it will not be able to generate a schedule in any

reasonable time. However, if the planner is always restricted to a shallow search, it will generate

a severely suboptimal schedule.

H-4



Draft _
Schedule

Event

L
Assess

. I _
o i y_.__.Modify

Schedule TM Approact_

New

Phase

Updated
Schedule

Figure 2. General Iterative Planning Cycle

3,0 WhaI Is a Chronology?

A chronology is a limited history of the scheduling activity that has taken place. The chronology

does not keep a complete snapshot of the changes taking place during the scheduling process.

Rather, it focuses on characteristics which can provide information useful in directing subsequent

searches. The chronology is used to identify interactions between time regions across several

resources, detect the termination condition of a scheduling phase, and identify tasks that cause

problems for the scheduler. Because we use an iterative approach to planning in which the

scheduler focuses on either resources or tasks, the chronology keeps either resource or task

information, depending upon the phase.

There are two activities associated with the chronology system: (1) collecting the information

and (2) analyzing this information to characterize the schedule s . During the multiple passes of

each scheduling phase, information is collected to help the scheduler identify when the goals for

that phase have been accomplished. For example, during the resource-centered phase, the goal is

to identify the bottlenecks. Information which enables the scheduler to determine the boundaries

of the bottlenecks is collected and analyzed. Once the bottleneck areas have been identified, that

phase is complete and the scheduler changes its focus to perform bottleneck-centered scheduling.

3.1 Bottleneck Identification Example

The identification of bottlenecks is an important and necessary step for effective scheduling. The

exact location and extent of the bottlenecks are highly context-dependent 9. Since the scheduler

cannot anticipate where the bottlenecks will be located, the basic approach is to perform a simple

exploration of the schedule space and use the information gathered to identify the bottlenecks.

After performing the initial expansion of the tasks into activities, the scheduler focuses on the

area in the schedule with the most conflicts (Figure 3). The scheduler performs a shallow search,

which lowers the number of conflicts in this area. Only the activities that are involved in the

conflict are modified. The chronology module records the impact of these modifications on the

resources.
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Figure 3. High-Conflict Area

While the search tries to avoid creating new conflicts, it will create them if necessary. The

magnitude of these new conflicts may be larger than the magnitude of the original conflict that
initiated the search. The scheduler will eventually focus on one of the new conflict areas.

Solving this area may, in turn, cause other conflicts and so on, until the original conflict spot is

once again in conflict. As the search progresses through the oversubscribed resources, the level

of conflict in these and other areas oscillates. The conflict areas that continually oscillate in this

manner are classified as potential bottlenecks.

As the scheduler focuses on a single conflict area, several other areas will be affected by the

subsequent search. Since the conflict level for all these affected areas is modified during the

same focus state, these areas and the confict changes are all associated in the system's

chronology. This chronological association of the oscillating resource areas allows the

chronology module to group these areas into bottleneck regions.

3.2 Resource Bottlenecks

When one of the oscillating area's conflict levels is lowered, there will be several other areas

whose conflict level is either lowered or raised by a similar amount. Those areas whose conflict

level is simultaneously lowered are said to "oscillate in phase." These areas are usually located

on the same resource and are related temporally. The resource areas which oscillate in phase are

grouped together based on their chronograms to form resource bottlenecks, as shown in Figure 4.

3.3 Global Bottlenecks

After the chronology module has grouped the oscillating areas into resource bottlenecks, it tracks

the coupling between the resource bottlenecks. When the conflict level of a resource bottleneck

is lowered, several other resource bottlenecks will have their conflict level simultaneously raised.

These resource bottlenecks, which oscillate "out of phase," represent different configurations of

the same set of tasks. The ratio of the amount of conflict change between two resource
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bottlenecks indicates the degree of coupling. Global bottlenecks, which consist of groups of

resource bottlenecks that have a high degree of coupling, are identified based on the chronology.

The scheduler will now enter the bottleneck-centered phase. Its efforts will focus on resolving

the global bottlenecks, Figure 4.

_.4 Bottleneck Cl_ssific_fign

Once identified, the chronology module classifies the bottleneck regions so the heuristics can

adjust the scheduling strategy accordingly. If, for example, the average level of conflict is not

much higher than the available resources in the bottleneck region, and it is tightly coupled and

limited in extent, then the scheduler will perform a deep search on the activities in this bottleneck

in order to optimize the schedule. If the bottleneck has a large average conflict level, then the

scheduler will shrink the resource usage of the involved activities by deleting lower priority
activities from the bottleneck.
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If, as another example, the bottleneck is loosely coupled and large in extent, then the search

space is too large for the search module to directly find a good solution. The system will instead

try to split the larger bottleneck into several smaller bottlenecks by deleting lower priority tasks.

if this does not work, then the system will review the chronograms of the tasks in the bottleneck

to identify those which affect a large portion of the bottleneck. These tasks will then be assigned

to different regions of the bottleneck in such a manner as to allow the system to partition the one

large bottleneck into a series of smaller, more manageable bottlenecks.

Scheduling is intractable; the scheduler must either perfo_.qn an extremely large search or be

willing, at times, to make arbitrary decisions. Locating and classifying the various bottlenecks

can help to decompose the search 1° into a series of smaller, more manageable searches that can

produce schedules which incorporate more tasks. At times, however, the scheduler must be

willing to arbitrarily decompose the search.

4.0 Implementing Chronologies

The underlying assumption behind the use of chronologies is that scheduling actions that happen

during the same planning phase are related and can give meaningful information about the state

of the schedule. Our goal is to make use of this information to limit the search needed to find a

highly successful schedule.

A chronology consists of a series of time stamps which associate a given state of the schedule

with the actions that created that state. These time stamps, referred to as chronograms, are the

basic building block in the development of a chronology. A chronogram uses the focus state of

the scheduler as its identification. This state is a hierarchy of all the focus and subfocus states

that the scheduler has implemented up to a given point.

For example, the scheduler will first set a general focus state, such as roughing-out-schedule.

Under this state the scheduler will focus first on a resource',, for example, antenna-1. Under this

state the scheduler will set a subfocus on a particular interval of time, for example, 00:02:01 -

00:12:00. Finally, the subfocus will be set to a particular task, monitor-task-34. The ID of the

focus state is a list of the IDs of the different subfocuses that compose the current state. Thus,

different entries into the chronology have chronograms that differ depending on the focus state.

4.1 Data Structure

The chronology is kept as a tree, as shown in Figure 5. The root of the tree represents the state

working-on-schedule, while the next level down represents the major phases the system

progresses through. Each successive node of the tree represents a new subfocus being added to

the focus state, and the leaves contain the actions taken by the scheduler. When the chronology

is analyzed, the information is taken from the appropriate subtree of the chronology that contains

all the actions that occurred during the focus state of interest.
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4.2 Analysis

Analysis of the chronology leads to an abstraction of a subtree of the chronology. Figure 6
shows one possible abstraction of the tree presented in Figure 5. This abstraction states what was

accomplished during the corresponding focus state. For example, the summation could state that

most of the dense conflicts were easily solved, or it could state that many conflicts still exist after

a simple search was used. This abstraction is spliced into the chronology, replacing the old

subtree which specified the actions perfomled on the schedule. The use of abstraction relieves

the severe burden that would result if all the information on the scheduling activities had to be

retained. The pertinent infomlation is available, in a usable and manageable format.

The use of the chronology also leads to the construction of new data structures, such as

bottlenecks. These structures are linked to existing data structures, such as the resource

timelines, as in Figure 7. The scheduler is then able to use these structures for future scheduling

activities. The existence of these structures is also useful in determining the "goodness" of a

particular schedule. It is easier to assess the state of the schedule at the higher level of

abstraction provided by the new data structures and the chronology than by looking at the lowest

level structures (timelines) in "raw" fomlat.
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5.0 Future Directions

A major concern in determining the usefulness of a chronology is the amount of information that

must be kept and the amount of processing that must be done to the information to make it

meaningful. The focus of our current research is on simple parameters and relatively simple

algorithms for processing them. They have proved useful during the early planning phases;,

which are characterized by the use of simple heuristics and shallow search techniques. As we
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progressto moreadvancedplanningphases,which involvemuchdeepersearches,theheuristics
will becomemorecomplex,andweanticipatethatthechronologyinformationandalgorithms
will becomemoresophisticatedandrequirethe incorporationof domain-specificknowledge.
Thepotentialfor improvedperformance,however,is greatestduringthesephases.

Schedulingresearchwill continueto identify heuristicsthatcanguidetheschedulingprocessand
theassociatedchronologicalinformationneededto supportthoseheuristics.Currently,theearly
phasesof theplanningprocesseshavebeenprototyped.Chronogramsthatidentify theplanning
activity ona giventaskandtheinteractionsbetweentimeregionsona givensetof resourcesare
includedin theprototype. Theprototypeusesthechronologyto identify theresourceandglobal
bottlenecks.Theprototypethenfocusesits schedulingeffortson thosebottlenecks.Future
chronologyworkwill focuson narrowingdowntheproblemareas,providingmorein-depth
informationon interactions,andcharacterizingthedifficulty in schedulingagiventaskin more
detail.

6.0 Conclusion

The major problem associated with automated schedulers for complex real-world domains is

controlling the search. In domains such as Voyager mission scheduling, very detailed schedules

are required. Unfortunately, without mechanisms to intelligently control the search, it is

impossible to produce acceptable Voyager schedules: Either detail must be sacrificed or an

exorbitant amount of time (centuries) must be spent developing the schedule.

There exist many different scheduling heuristics that focus the search on a particular aspect of

the schedule. While these techniques exhibit excellent performance in some cases, they are not

universally applicable. Therefore, the scheduler must identify when a particular scheduling

heuristic may be appropriate. The iterative refinement approach is based on making the most

effective use of the various scheduling heuristics.

In using the search, there is a trade-off between power and time; the deeper the search, the longer

the time required. The use of a deep search over the entire schedule is infeasible and

unnecessary, but limiting the deep search to limited segments where a less powerful search is

ineffective is productive without incurring unreasonable costs.

The chronology system provides the necessary information for the control heuristics to determine

which scheduling heuristics to use and where. This provides the scheduler with the flexibility

necessary to approach the variety of scheduling problems encountered in the generation of a

single schedule. This, in turn, enables the scheduler to expend a greater amount of effort on

tightly focused areas, thus producing a more effective schedule. In the case of a Voyager-type

project, where planetary encounters are once-in-a-lifetime events, the ability to fit just one more

experiment into the schedule is a priceless opportunity.
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COMPARISON OF MISSION AND JOB SHOP SCHEDULING

Eric W. Biefeld
LynneP.Cooper

JetPropulsionLaboratory
California Instituteof Technology

ABSTRACT

This reportcomparestheproblemdomainsandsolutiontechniquesassociatedwith
missionandjob shopscheduling.Although thedomainsaresignificantlydifferent, they
encountermanysimilarproblems.Solutionsidentifiedfor onedomainhavesignificantimpact
on theothers. In orderto instituteaproductivecross-fertilizationof ideasandtechniquesfrom
onedomainto theother,it is importantto recognizeboththedifferencesandsimilaritiesbetween
missionandjob shopscheduling.

1.0 INTRODUCTION

Mission scheduling, for space projects such as Voyager and Viking, shares many of the

same fundamental problems as those encountered in manufacturing scheduling. While the

problem domains are dissimilar, the goal for both domains is to accomplish the most tasks, using

the least amount of resources, within the specified time constraints. Whether the task is

manufacturing a widget or taking a photograph of the moons of Jupiter, the problem devolves

into determining a sequence of steps which would accomplish the desired tasks.

Both mission and job shop scheduling face the primary problem confronting automated

real-world scheduling systems: controlling the search process. While many of the operations'

research-based optimization techniques perform well in limited domains, they quickly become

bogged down in a combinatorial explosion when confronted with real-world complexity.

Successful automation of scheduling is therefore dependent upon the development of powerful
and flexible control methods.

Of particular interest is the application of Artificial Intelligence (AI) techniques. In

general, both mission and job shop scheduling can be described as resource allocation problems

in constrained environments. Techniques such as expert and knowledge based systems, and

heuristic control show great promise toward controlling the search. Application of these AI

techniques will prove beneficial for both mission and job shop scheduling.

This report first provides an overview of the mission and job shop domains. It then

provides a summary of the similarities and differences of the domains and how these affect

automation of the scheduling process. Finally, the report presents a discussion of the Artificial

Intelligence techniques currently being evaluated for mission scheduling and how they could be

used to support job shop scheduling.
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2.0 OVERVIEW OF MISSION AND JOB SHOP DOMAINS

2.1 Mission Scheduling

Mission scheduling is the process of scheduling a large set of science experiments to be

conducted on board a spacecraft. Tasking consists of reqaests for science experiments (take a

picture of a specified phenomenon) and mission support activities (maneuver the spacecraft).

The tasks compete for the use of the spacecraft subsystems [1]. The mission schedule consists of

a sequence of commands which will be transmitted to the spacecraft. These commands operate

the different spacecraft subsystems which are required to support the science experiments.

Substantial effort is placed in verifying that the sequence will not harm the spacecraft.

In mission scheduling, the total number of tasks far exceeds the capabilities of the

spacecraft. Therefore, many of the original science requests cannot be accomplished, and the

primary goal of the mission schedulers is to achieve as many of the science requests as possible.

Expert human schedulers spend work-decades building and revising mission schedules

for such events as the Voyager encounter with Uranus. Additional work-decades then go into the

intense verification process. The schedule, however, is always subject to change during

implementation due to the almost inevitable discoveries which are made during the mission. For

example, while photographing Io, a moon of Jupiter, scientists discovered unexpected volcanic

activity. The schedule had to be modified to handle the avalanche of high-priority requests to

observe this phenomenon.

Figure 1. Mission Scheduling
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The mission scheduling process, as shown in Figure 1, consists of: (1) receiving the high-

level requests for science experiments as input, (2) breaking down these tasks into their

component steps, (3) building a schedule and resolving any conflicts, (4) verifying that the

schedule will not harm the spacecraft, and (5) changing the schedule as needed to support

unusual occurrences or correct for spacecraft anomalies [2]. Throughout the entire process, the

scheduler must concentrate on maximizing the science returned from the spacecraft.

2.2 Job Shop Scheduling

Job shop scheduling is the process of scheduling the manufacture of commercial

products. The inputs for job shop scheduling are the customer orders which compete for the use

of equipment and materials. When complete, the schedule consists of a group of work orders and

a group of purchase orders. These work orders are given to the shop managers on the factory
floor who are then responsible for the production of the customer orders.

In job shop scheduling, there are multiple goals which must be satisfied. These goals

include minimizing tardiness, maximizing resource utilization, and minimizing the work in

progress. These goals are often competing, and the scheduling system must balance them when

producing a schedule.

The job shop environment is a production environment. Schedules are automatically

generated on a weekly or monthly basis and are maintained by hand in between. Once the

schedule is produced, however, it is subject to change. Equipment breakdowns and rush orders

will result in changes.

Figure 2, Factory Scheduling(MRP II)
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In job shop scheduling, as shown in Figure 2, the schedule is usually developed through

the interaction of several distinct planning modules [3]. The first module develops a "master

schedule" from the business plan and the customer orders. This becomes the input to the MRP II

(Manufacturing Resource Planning) system. The MRP Ill system then "explodes" the orders

using the bill of materiel, checks inventory for the availability of the needed components, and

then assigns release dates to the individual items in the order so as to achieve the final customer

order on time. After the materiel planning, the system assigns resources to the proposed

schedule. Since there may not be enough capacity to satisfy the schedule, the system will have to

regenerate the materiel planning until an acceptable schedule can be found. The final MRP II

schedule will be used to release orders to the shop floor where a dispatcher will assign the actual
state times and resources to an order.

3.0 COMPARISON

3.1 Similarities

Mission and job shop scheduling domains share many characteristics. Their domains are

similar in size and complexity. The tasks in both domain.,; interact through resources. These

resources also have similar characteristics which require constraint handling techniques. In both

domains, the schedule is subject to changes while executing. But any change in the schedule

could impact the other processes which depend upon the schedule. Attempts to automate the

planning process have been made in both domains.

3.1.1 Size and Complexity

The mission and the job shop domains are similarly large in size and complexity. Simple

techniques which work in less realistic domains are unable: to support scheduling in these

domains with reasonable response times. Both mission and job shop scheduling are

underconstrained. The variety of options available to produce a legitimate schedule is large, and

the limiting constraints only serve to partially reduce the search space. Although the

underconstrained characteristic of each domain results frora a different cause, the effect is the

same: an extremely large and difficult to control search space [4]; [5].

3.1.2 Categories of Resources

The resources for both mission and job shop scheduling fall into three categories:

capacity, consumable, and "state." Capacity resources are 1:hose which support up to a certain

number of tasks at any one time. As tasks finish using the resource, it becomes available to

support other tasks [6]. On a spacecraft, resources such as the camera, data transmitting

bandwidth, and the electrical power fall into this category. A camera can only take one picture at

a time, there is a limit on the amount of data that can be transmitted from the spacecraft, and,

since the spacecraft generates all of its own electricity, the power consumption by the various

subsystems on the spacecraft must remain within operational limits. Analogous resources in the

job shop domain are the manufacturing equipment, such as _the lathes and mills, and the skilled

equipment operators.
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Consumableresourcesarethosewhicharenotavailableafteruse. Theconsumable
resourcesin thejob shopschedulingdomainarebasicallytherawmaterialsusedin the
manufacturingprocess.Thesematerials,however,areoftenhandledby anMRP systemand
haveassociatedleadtimeswhichmustbeconsideredduring theSchedulingprocess.Examples
of thesetypesof resourcesfor themissionplanningdomainarethespaceavailableon aflight
taperecorderor thepropellantin thefuel tanks. Sciencedatais oftenrecordedon tapeduringa
missionfor transmissionat a later time. Thespaceavailableon thetapesis limited andmustbe
expandedprior to recordingadditionalinformation. Unlike manufacturing,missionplanning
sometimeshasresourceswhichcannotbereplenished.Forexample,thepropellantin thefuel
tanksis aconsumableresourcewhichcannotbereplenished.

Thethird categoryof resourcesis thestateof thespacecraftor factoryfloor. Scheduling
in bothdomainsis sensitiveto thestateof theenvironment.For missionscheduling,the
concernsincludetheorientationof thespacecraft,thedirectionof thevariousinstruments,the
levelof vibrationon theplatform,andthereleaseof anypropellantwhichcould interferewith an
experiment.The stateof thespacecraftenvironmentmayimposespecialconstraintson the
operationof otherequipmentrequiredfor a task.

Onthefactoryfloor, this is similar to determiningwhat tool is currentlyin the latheor the
configurationof otherpiecesof equipment.Thestateof theequipmentdetermineswhataddi-
tional steps,if any,arerequiredto preparetheequipmentfor theexecutionof a task.

3.1.3 Interaction Through Resources

In bothmissionand job shop scheduling, tasks interact because of contention for the

same resources. These interactions are referred to as conflicts. The interaction can be modeled

in two basic fashions. In the classical planning systems (e.g., Noah, NONLIN, Deviser) [7]; [8],

the schedule is modeled as an explicit task network. If an early task is changed, then the

remainder of the schedule becomes invalid. Both the mission and job shop planning domains,

however, can model the interaction between tasks as contention for resources. Interactions on

capacity and consumable resources are limited to the availability or nonavailability of a given
resource at a given time.

3.1.4 Reactiveness

Changes in the environment which affect the schedule occur in both the mission and job

shop scheduling domains. Whether the change is the result of equipment breakdown/failure or

the unexpected occurrence of a high-priority task, such as the opportunity to observe volcanic

activity on Jupiter's moon, Io, or a rush order for a highly valued client, the scheduler must be

able to accommodate these changes,

3.1.5 Schedules as Input to Other Processes

Scheduling in both domains is not a separate, independent task. Rather, the production of

a schedule is just one step in the acconaplishment of larger goals. The output of the scheduling

process, the schedule itself, serves as input to other processes. For example, the mission
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schedulemustgo throughalong verificationprocessprior to beingexecuted.Therefore,any
changein thescheduleincreasestheeffort expendedonverification. Similarly, in
manufacturing,thescheduleis usedasinput for orderingmaterials,controlling inventory,and
schedulingmaintenanceactivities. Becauseimpactsto theschedulealsoimpactthesetypesof
activities,theway in whichtheschedulerreactsto changescouldhavefar-reachingeffectson the
overall efficiencyof thefactoryor spacecraft.

3.1.6 Replanning From Scratch vs Evolving (nonnervous)

In both domains, there are two major approaches to handling changes in the schedule.

Replanning from scratch treats changes as if there were a new set of inputs to the scheduler and

begins scheduling using this new set of inputs, from scratch. Scheduling, however, is highly

input-sensitive, so replanning from scratch will generally result in an entirely different schedule

[9]. An evolving schedule tries to maintain as much of the existing schedule as possible and

modify (or evolve) [10]; [11] the schedule to accommodate the changes. Human schedulers

naturally use the evolving schedule approach. Production types of automated schedulers in both

domains have been limited to replanning from scratch. This is why MRP II systems are

commonly run only on a monthly basis, and human schedulers are used to make changes
between runs.

3.2 Differences

While there are substantial similarities between the mission and job shop scheduling

domains, there are also subtle differences which must be taken into consideration when trying to

generalize scheduling techniques to encompass both domains. The number of tasks, level of

detail, acceptable cost, and the types of time and resource constraints are markedly different.

3.2.1 Oversubscription

In both mission and job shop scheduling, one of the most important goals is to

accomplish as many of the requested tasks as possible while, meeting any constraints on

resources and time. When the number of tasks requested of the system is beyond those which it

can physically support within the allotted time, the system is referred to as oversubscribed. On

the whole, a factory is usually not oversubscribed throughout its lifetime, although there may be

isolated instances when it is. A flight project such as Voyager, however, is massively

oversubscribed. The science requests exceed the spacecraft capability by a factor of three.

When a system is oversubscribed, the only way to produce a schedule is to delete

requested tasks. Until the scheduler can determine which tasks to delete, the scheduler must

have some mechanism for representing schedules which have conflicts and must be capable of

controlling the search in a solution space which contains these illegal schedules. This problem is

a fundamental and inherent part of mission scheduling. Any common approaches among

domains must be able to address this important aspect.
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3.2.2 Level of Detail

Mission scheduling must be conducted on a substantially more detailed level than job

shop scheduling. For example, a mission schedule will decompose tasks to the lowest level that

can have any impact on the schedule. The start and stop times will be specified to the second.

This type of detail is necessary because the schedule will be "compiled" into a command

sequence which will be transmitted to the spacecraft. These commands cause the spacecraft to

execute the various steps of the science tasking. If there are any unexpected interactions between

the steps, then the health of the spacecraft will be in jeopardy.

Job shop scheduling is done at a much less detailed level. Most automated schedulers use

an MRP II system which produces a schedule by using a queuing model of the job shop's

resources. Exact start and stop times are not assigned to the tasks. Detailed automated

schedulers, such as OPT [12], ISIS [13], and OPIS [14], will assign exact start and stop times but

never to one-second accuracy. In a job shop, the schedule is used to dispatch work orders to the

factory floor, which are then executed by humans. The schedule does not have to exactly specify

each task, and there is enough flexibility to adjust to any unexpected interactions which may
Occur.

The spacecraft environment is substantially limited as compared with the factory floor.

Although spacecraft missions do experience unpredictable changes, the mission environment is

much more predictable than the factory floor. This makes the detailed scheduling of a spacecraft

mission possible. While the factory floor is more likely to encounter unexpected events due to

the environment, most factory floors are predictable enough that a more detailed scheduling
approach is possible.

The level of detail used in mission scheduling makes several types of optimization of the

schedule possible. For example, one of the most common optimizations is to interleave the steps

from two or more separate tasks. This helps minimize the setup times of equipment that is

shared by the activities. Another type of optimization is that the scheduler can opportunistically

determine the lot size rather than use predetermined lot sizes. On the spacecraft, this corresponds
to repeating an experiment a fewer number of times than requested by the scientist.

3.2.3 Amount of Time Spent Producing a Schedule

Another major difference in mission and job shop scheduling is the amount of time which

can be spent to produce a schedule. Missions, such as Voyager, are extremely rare events, so the

work-decades of effort used to produce a schedule are justified, and the time required to produce

the schedule is available. Job shop scheduling, however, takes place on a routine basis. It would

be extremely cost ineffective to focus the same intensity on production of the daily/weekly
schedules as in mission scheduling.

Mission scheduling consumes many work-years of effort in a typical flight project. The

48-hour schedule of Voyager's near encounter with Uranus took 1.5 work-decades to produce.

Because of the rare opportunity that such an encounter provides, substantial effort is expended

optimizing the schedule to produce the maximum science return possible.

I-7



3.2.4 Temporal Constraints

Mission and job shop scheduling domains must address different types of temporal

constraints. In the job shop domain, most tasks are assigned a specific due date. If it is

impossible for the schedule to meet the due date, then the task is "slipped" and done at a later

time [15]. In flight projects, a task is assigned to a time window [16], which is the temporal

region during which the specific task can be performed. It is meaningless to perform the task
outside of its associated time window.

In a mission such as Viking, a task will usually have a series of time windows where each

corresponds to a different orbit of the spacecraft around Mars. Once the spacecraft is launched, it

is physically impossible to substantially change these windows. Therefore, deadlines in mission

scheduling are absolute and cannot be "slipped." If a task cannot be accomplished during its

time window, the task will be dropped from the schedule. The ability to slip or drop tasks from

the schedule substantially increases the complexity of the ,,scheduling problem, underconstraining

the scheduling problem, as addressed in Section 3.2.1.

3.2.5 Resource Constraints

In addition to specialized temporal constraints, the :mission scheduling domain also must

address special problems caused by the tight coupling of the scientific instruments on the

spacecraft and the spacecraft support systems. Because the.. spacecraft is physically a closed

environment, the effect of a given action must be considered on the entire spacecraft [17] --- not

just the primary piece of equipment. For example, if a mission task requires the use of the tape

recorder, but the tape is full, a new task to transmit some of the data on the tape must be

generated. This new task, however, cannot be modeled in the simple set up/tear down manner as

is used to change configurations in the job shop environment. Instead, because this new task

must use other spacecraft resources, such as the transmitter,, antenna, and telecommunications

processor, in the same manner as other tasks, it must be addressed in the same way as those other

tasks.

3.3 Summary

Although there exist marked differences in the mission and job shop scheduling domains,

the problem still devolves into one of resource allocation in a constrained environment.

Automation of the scheduling process is important in both domains as a cost and efficiency

measure. The major technical challenge is better control of the search space, which will lead to

faster and more optimum schedules. This requirement is driven by size, complexity, and

reactiveness requirements, which are common to both domains. The differences in the level of

detail and type of constraints provide separate paths along which substantial beneficial

information can be gathered.
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4.0 APPLICATION OF ARTIFICIAL INTELLIGENCE TECHNIQUES

Artificial Intelligence techniques are being incorporated into planning systems to help

alleviate the problems associated with the size and complexity of the problem domain; the level

of detail; the satisfaction of multiple, conflicting constraints; and the need to be reactive to

changes in the domain environment. Special architectures and data structures are needed to

support the use of these techniques. This section will present a generalized intelligent scheduling

system architecture and discuss the AI techniques most applicable to automated scheduling.

4.1 Architecture to Support Automated Scheduling

One of the major benefits of the use of AI in automated planning is the decoupling of the

schedule model from the scheduling engine. This allows the addition of different types of tasks

and resources without requiring changes to the scheduler. A generalized view of an intelligent

scheduling system is given in Figure 3. The major components of the system are the knowledge
bases, the data bases, the heuristics, and the schedule itself. The information in these distinct

areas are integrated by the scheduling engine which produces the actual schedule.

Figure 3. Generalized Intelligent Scheduling System
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4.1.1 Knowledge and Data Bases

Knowledge bases are used to represent the static information required by the scheduler.

These knowledge bases form the model of the scheduling environment. They contain

information on the types of resources available and any parameters for their operation.

Descriptions of the tasks, which include such parameters as length of time, appropriate

equipment, and detailed task breakdowns, are also represented in the knowledge bases.

The data bases contain the actual inputs to the scheduling system, the requested tasks.

Other information pertinent to the scheduler can be treated as a data base. This includes any

special tasking that occurs while the schedule is executing: or any special "events," such as

equipment failure or environmental problems.

The information in the knowledge and data bases is maintained separately from the other

components of the scheduler. This information can be updated and modified without requiring

substantial changes in those other components. The primary advantage of this feature is that the

scheduling system can be modified to support other, albeit similar, domains by simply switching

the knowledge and data bases. In a factory environment, this would imply being able to use the

same basic scheduling tool across multiple types of job shops. In the mission scheduling

environment, this feature allows a single scheduler to support several different types of

spacecraft.

4.1.2 Heuristics

As stated earlier, the scheduling problem devolves into controlling the search through a

very large and complicated problem space. Brute-force search mechanisms are incapable of

supporting automated scheduling with realistic and acceptzLble response times. Instead, heuristics

are used to determine how to conduct the search and provide a means of beating the

combinatorics problem currently affecting both mission and job shop scheduling.

Heuristics are simply rules of thumb which guide the performance of a given activity.

Research at JPL has characterized three types of heuristics: (1) assessment heuristics, which

assess the state of the schedule and provide information on how well the scheduler is performing;

(2) dispatch heuristics, which perfoma the actual scheduling actions; and (3) control heuristics,

which set and change the focus of attention of the scheduling process [18]; [19]. The heuristics

are the "brain" of the scheduling system. They determine what areas of the schedule to

concentrate on; what types of changes to make; and, based on how well the scheduler is doing,

when to change approaches.

In order to control the search, the scheduler must know about the difficulties arising in

the particular schedule. The scheduler must identify the problem contention areas, called

bottlenecks [2o]. Once this information is available, the scheduler can then use that information

to direct the search process. This type of use of heuristics has been used in Ralph [21], a

scheduler for the NASA Deep Space Network, and OPT and OPIS for factories.
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4.2 Iterative Refinement

The common approach to scheduling is to slowly build up a schedule by adding a single

task at a time to a conflict-free schedule. An alternative to this approach is the use of iterative

refinement in the developing of a schedule. This technique is based on the observation of expert

human schedulers which indicates that they use techniques which stress the concept of an

"evolving" schedule. As they develop and refine the schedule, the human experts choose from

their repertoire of scheduling techniques (heuristics) to identify and resolve problem areas in the

schedule. They make multiple passes (iterative refinement) [22] over the schedule, sometimes

allowing it to get worse before it improves, but continuously evolving it towards an acceptable

solution. JPL efforts in scheduling are based on this model of the behavior of the expert human
schedulers.

When human schedulers work on a schedule, they begin by making a rough cut of the

schedule. They use this initial schedule to identify where problem areas are and characterize

these problem areas. They then pick an area of the schedule to work on, which we refer to as

determining the focus, and choose the most appropriate scheduling techniques from their vast

repertoire.

As the scheduler works on a schedule, he or she will, at various points, focus on different

aspects of the problem. The focus defines which resources, temporal regions, and tasks the

scheduler needs to work on next. The focus also includes appropriate scheduling techniques

which should be applied during a particular stage of the scheduling process. The scheduler

monitors the effort expended on the different areas of the schedule [23]. This information is then

analyzed and used to select the next focus state of the scheduling engine.

Throughout the scheduling process, the focus changes. The evolving schedule approach

allows the scheduler to make simplifying assumptions. These assumptions include ignoring

resources that have little impact on the final schedule and eliminating some of the possible

scheduling actions. This enables the scheduler to quickly rough out a schedule which then

becomes the basis for further refinement [24].

4.3 Applicability of AI Techniques

AI techniques are necessary to enable automated scheduling systems to support real-

world domains such as mission scheduling. In other domains, schedulers have been willing to

trade reactiveness, level of detail, or performance in their automated scheduling. The mission

domain, however, is rapidly exceeding the available project resources. The cost and productivity

of the human schedulers are severely limiting in light of the even larger and more complex space

systems planned for the future. Yet, neither reactiveness, or level of detail, or performance can

be sacrificed. The only alternative is to explore areas which could enhance the performance of

automated schedulers.

Iterative refinement is tile style of scheduling which is performed by expert human

schedulers. The use of knowledge and data bases, and heuristic control are important aspects of

the iterative refinement method. Intelligent aids which enable automated detection and
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classificationof schedulingproblems,asuiteof heuristicswhichprovidesvarying levelsof
complexityin executingschedulingactions,andasuiteof controlheuristicswhich enablesthe
schedulerto determinewhattechniquesto useandwhen.arecritical to modelingexperthuman
behavior.

5.0 CONCLUSION

The mission and job shop scheduling domains have substantial areas of overlap in terms

of the problems which must be overcome in order to implement automated scheduling. Although

the causes are different, both domains are severely underconstrained and require special control

mechanisms to keep the search process from exploding. The level of detail required in mission

scheduling is substantially higher than that in job shop scheduling, which drives the mission

scheduling domain to consider more elaborate domain models. While job shop scheduling is

currently being done using a combination of human and automated schedulers, it would

substantially benefit from automated schedulers with the capability to handle the richer domain

representation [25] critical to supporting mission scheduling.

An automated scheduler in either domain must be reactive to the environment. Because

scheduling is underconstrained and input sensitive, reactive scheduling requires the old schedule

as input, several scheduling techniques which can be used, and tight control on the search. AI

technology is essential to providing these capabilities.
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APPENDIX J

OMP II USER INTERFACE DISPLAY

PHOTOGRAPHS





The OMP User Interface Displays consist of several windows. The purposes of these

windows are given below and are referenced to the diagram of the display in Figure 1. Color

photographs of the actual displays follow.

. Priority Color Key Display: Maps the priority numbers to the color coding used to

represent them.

. Current Phase: Displays the current phase in which the scheduler is operating. Possible

values are Load, Resource, Bottleneck, Optimize, Alert, and Waiting.

. Strategem: Displays the strategy which the scheduler is currently using. Possible values

are: Rand(om) Alloc(ation), Shuffle, Delete, Localize, Pack, Shrink, and Undelete.

. Messages: Displays messages from the scheduler to the user. These messages perform

the following functions:

a°

b.

C.

Identify the tasks which the scheduler is currently deleting/undeleting.

Indicate the status of the schedule at the end of a scheduling phase.
Name of the files that have been loaded in.

. Broadcast Edit: Contains the parameters of a broadcast and allows the user to edit these

parameters.

. Resource Menu: Lists the resources available and enables the user to activate the various

resource displays.

7. Resource Display Window: Contains all the user-selected timeline displays.

a. Strip Chart: Compacted version of Histogram.

b. Histogram: Shows resource usage relative to capacity,

c. Gantt Chart: Show the steps of the tasking assigned to a given resource.

d. Indication Bars: Mark the bottleneck area that the scheduler is working on (blue)

and identify the area of focus of the the scheduler at a given time (black).

. Priority Status: Shows the distribution of tasks which are assigned on the schedule as a

function of priority.

9. Command Interface: Allows the user to enter commands using the keyboard.
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Figure 1. OMP User Interface Display
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